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ABSTRACT

In both global and exploration seismology, studying seismic sources provides geophysicists with invaluable insight into the physics of earthquakes and faulting processes. One way to characterize the seismic source is to directly image it. Time-reversal (TR) focusing provides a simple and robust solution to the source imaging problem. However, for recovering a well-resolved image, TR requires a full-aperture receiver array that surrounds the source and adequately samples the wavefield. This requirement often cannot be realized in practice. In most source imaging experiments, the receiver geometry, due to the limited aperture and sparsity of the stations, does not allow adequate sampling of the source wavefield. Incomplete acquisition and imbalanced illumination of the imaging target limit the resolving power of the TR process. The main focus of this thesis is to offer an alternative approach to source imaging with the goal of mitigating the adverse effects of incomplete acquisition on the TR modeling. To this end, I propose a new method, named Backus-Gilbert (BG) source imaging, to optimally focus the wavefield onto the source position using a given receiver geometry. I first introduce BG as a method for focusing waves in acoustic media at a desired location and time. Then, by exploiting the source-receiver reciprocity of the Green function and the linearity of the problem, I show that BG focusing can be adapted and used as a source-imaging tool. Following this, I generalize the BG theory for elastic waves. Applying BG formalism for source imaging requires a model for the wave propagation properties of the earth and an estimate of the source location. Using numerical tests, I next examine the robustness and sensitivity of the proposed method with respect to errors in the earth model, uncertainty in the source location, and noise in data. The BG method can image extended sources as well as point sources. It can also retrieve the source mechanism. These features of the BG method can benefit the data-fitting algorithm that is introduced in the last part of this thesis and is used for modeling the geometry of the subducting slab in South America.
The input to the proposed data-fitting algorithm are the depth and strike samples inferred from the location and focal mechanism of the subduction-related earthquakes in the South American subduction zone.
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Figure 2.5  Comparison of BG and TR in imaging a dipole as an example of a
distributed source with anisotropic radiation pattern. Snapshots of the
wavefield associated with dipole sources with different orientations at the
time of source activation (left column) and their corresponding BG
images (middle column) and TR images (right column).

Figure 2.6  Sensitivity test results. Images of a point source created with BG using
(a) the true velocity model and optimization window of radius 60 m
(reference test), (b) smoothed velocity model, (c) perturbed velocity by
decreasing the velocity of the middle layer by 150 m/s, (d) perturbed
velocity by decreasing the velocity of the middle layer by 200 m/s, (e)
altering the width of the middle layer by lowering its base boundary by
60 m, (f) altering the width of the middle layer by raising its base
boundary by 60 m, (g) changing the width of the middle layer by
lowering its top boundary by 60 m, (h) changing the width of the middle
layer by raising its top boundary by 60 m, (i) true velocity but increasing
the radius of the optimization window to 120 m, (j) true velocity but
increasing the radius of the optimization window to 180 m, (k) true
velocity model while contaminating the data with band-limited random
noise with $S/N = 2$, (l) true velocity model while contaminating the
data with band-limited random noise with $S/N = 1$, (m) iterative
Backus-Gilbert in the time domain (BGT) after 2 iterations, (n) BGT
after 10 iterations, (o) BGT after 15 iterations, and (p) BGT after 30
iterations.

Figure 3.1  The elastic model and the configuration of the numerical experiment of
section 3.5. The white diamonds show the location of the stations, the
white circle W depicts a small subset of the medium that contains the
focusing target which is represented by the white dot. The blue
background color represents $v_p = 3000$ m/s, $v_s = 2000$ m/s, and
$\rho = 2000$ kg/m$^3$. The red background color represents $v_p = 3750$ m/s,
$v_s = 2500$ m/s, and $\rho = 3000$ kg/m$^3$.

Figure 3.2  Vertical component of the optimal signals versus the timer-reversed
vertical component of the data (left panel), and horizontal component of
the optimal signals versus the time-reversed horizontal component of the
data (right panel). The weak reflection energies (green circles) are
amplified in the optimized traces (red circles).

Figure 3.3  Divergence (a) and curl (b) components of the source displacement field
enclosed within $W$ at the activation time of the source are compared
with the P-wave (c) and S-wave (d) images of the source produced by
BG, and with the P-wave (e) and S-wave (f) images of the source
produced by TR.
Figure 4.1  The elastic earth model and the source-receiver configuration for the numerical sensitivity tests discussed in the text. The white diamonds show the location of the receivers, the white circle W depicts a small subset of the medium (monitoring area) that contains the point source represented by the white dot. The blue background color represents $v_p = 3000 \, m/s$, $v_s = 2000 \, m/s$, and $\rho = 2000 \, kg/m^3$. The red background color represents $v_p = 3750 \, m/s$, $v_s = 2500 \, m/s$, and $\rho = 3000 \, kg/m^3$. 

Figure 4.2  P-wave images of the point source associated with the source-receiver configuration depicted in Figure 4.1 showing (a) the true P-wave image of the isotropic point source, (b) TR image using true velocity, (c) BG image using true velocity and optimization window with radius 90 m, (d) BG image where BG is applied partially such that the interplay between receiver components among different stations is ignored, (e) BG image using a perturbed model where the density and velocities of the middle layer are decreased by 10%, (f) BG image using a perturbed model where the density and velocities of the middle layer are decreased by 5%, (g) BG image using a perturbed model where the density and velocities of the middle layer are increased by 5%, (h) BG image using a perturbed model by smoothing the true velocity with a Gaussian filter, (i) BG image using a perturbed model where the width of the middle layer is altered by lowering its base interface by 60 m, and (j) by raising its base interface by 60 m, and (k) by lowering its top interface by 60 m, and (l) by raising its top interface by 60 m, (m) BG image using the true velocity and optimization window W with radius 120 m, (n) BG image using the true velocity and optimization window W with radius 180 m, (o) BG image using the true velocity and data contaminated by noise with $S/N = 2$, and (p) BG image using the true velocity and data contaminated by noise with $S/N = 1$. All images are obtained by computing the divergence of the injected wavefield at the time of focus.

Figure 4.3  Resolution test for the linear receiver geometry. Panel (a) shows the configuration of the receivers (the diamonds) and the trial source locations (9 white dots). Panel (b) contains 9 images which are impulse responses for 9 BG source-imaging experiments, imaging point sources at the white dots shown in panel (a). Panel (c) contains 9 images which are impulse responses for 9 TR source-imaging experiments, imaging point sources at the white dots shown in panel (a).
Figure 4.4 Resolution test for the scattered receiver geometry. Panel (a) shows the configuration of the receivers (the diamonds) and the trial source locations (9 white dots). Panel (b) contains 9 images which are impulse responses for 9 BG source-imaging experiments, imaging point sources at the white dots shown in panel (a). Panel (c) contains 9 images which are impulse responses for 9 TR source-imaging experiments, imaging point sources at the white dots shown in panel (a).

Figure 4.5 Imaging of a double-couple source with different orientations. The orientation of the source is specified by the angle \( \theta \) measured relative to horizontal. The receiver geometry is the same as that shown in Figure 4.3a and the source is at location 4. Top panel: The first row in the top panel shows the divergence of the BG-optimized wavefield at the time of focus (the P-wave image) for different orientations of the double-couple source. The second row in the top panel depicts the true P-wave image of the double-couple source with different orientations of the source. Bottom panel: The first row in the bottom panel shows the curl of the BG-optimized wavefield at the time of focus (the S-wave image) for different orientations of the double-couple source. The second row in the bottom panel depicts the true S-wave image of the double-couple source with different orientations of the source.

Figure 5.1 Depths are most highly correlated in the strike direction of the slab. Point D is located somewhere between points A and B in the slab strike direction. In this configuration, although D' is closer to C', the depth at D' is more similar to the depth at A' and B' than it is to the depth at C'. \( \gamma \) denotes the strike angle defined as the azimuth of the strike measured relative to geographic north N. Dip is perpendicular to the strike direction. \( \delta \) denotes the dip angle measured relative to horizontal.

Figure 5.2 Scattered depth estimates and uncertainties. Scattered estimates of subducting slab depths (a) and estimates of uncertainties (b) specified as the standard deviation of the errors associated with depth data. The solid black line represents the west coast of South America. The data points depicted here have been gridded according to the procedure described in the text and consist of 2675 earthquake source locations, 344 measurements from active-source seismic surveys (data points along linear tracks perpendicular to the coastline), and 2057 measurements from bathymetry surveys (data forming a stripe, parallel to the coastline).
Figure 5.3  Interpolation of strikes. Scattered strike data (a) are interpolated on the curved surface of the Earth to construct a uniformly sampled strike field (b). The strike field shown in (c) is the result of the 40th iteration of interpolating the scattered strikes guided along the slab dip direction. White ellipses in (b) represent the tensor field $G$ that was used to guide the interpolation on the curved surface of the Earth. These ellipses are elongated as they account for the curvature of the Earth’s surface when projected onto an equi-rectangular longitude-latitude coordinate system. The white ellipses in (c) are elongated in the slab dip direction and are used to guide the interpolation of strikes in the dip direction.

Figure 5.4  Two interpolations of slab depths. A strike-ignorant interpolation (a) of slab depths on the Earth’s surface, in which the metric tensor field used to guide the interpolation of depths accounts for only the difference between Euclidean and geodesic distance and a strike-guided interpolation (b) in which the metric tensor field also accounts for estimated strike directions. Ellipses represent the metric tensor fields.

Figure 5.5  Cross-validation results. Cross-validation root mean square (rms) normalized error computed for the strike-guided interpolant as a function of $\eta$. The normalization involves dividing the cross-validation error at each data point by the estimate of the uncertainty (standard deviation) associated with that point. The rms error curve has a minimum of 2.82 at $\eta = 92$ denoted by the cross. The area within the ellipse is magnified in the subfigure to show the location of the minimum. The value of the rms normalized error at $\eta = 0$ corresponding to the strike-ignorant interpolation is 6.34.

Figure 5.6  An approximate smooth model $\sigma(x)$ of the standard deviation of the error associated with depth data. This model is used to design a spatially varying smoothing function.

Figure 5.7  A cross section (a) showing the profiles of three different slab models. The slab model obtained by tensor-guided interpolation (b) is compared with the model obtained by tensor-guided fitting (c) and the same model from Slab1.0 (d) produced by Hayes et al. Line segment AB shows the geographical location of the vertical cross section shown in (a). The gray crosses in (a) are the orthogonal projection of all data points (the points shown in white in (b), (c), and (d)) that lie within a rectangular window of width 100 km centered on the vertical plane of section AB. The gray dots in (b), (c), and (d) denote the location of scattered data points.

Figure 5.8  Histogram of the standardized fitting errors $\hat{r}_k$ for the optimal smoothing function computed using smoothing parameter $s = 0.56$. 
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CHAPTER 1
INTRODUCTION

Earthquake source characterization continues to be an important area of research in seismology. Characterizing seismic sources helps geophysicists with understanding the physics of earthquakes and faulting processes (Shearer, 2009; Baig and Urbancic, 2010). With the advent of hydraulic fracturing in unconventional hydrocarbon resources and with the need for monitoring the affected volume of rock in tight reservoirs, mapping and characterizing the micro-earthquakes that occur during the fracturing process has become even more important (Maxwell and Urbancic, 2001; Shapiro, 2008; Eisner et al., 2010).

Conventional seismic methods for source characterization invert kinematic information in seismic data (e.g., P- and S-wave arrival times) for source parameters such as time, location, and moment tensor (Stein and Wysession, 2009). More advanced techniques use the full waveform data for the same purpose. These inversion-based techniques minimize the full waveform differences between the observed data and simulated seismograms (Kim et al., 2011; Song and Toksöz, 2011).

Time-reversal (TR) methods take an alternative approach to source characterization which is to directly image the source by back projecting seismic data into the medium (McMechan et al., 1985; Larmat et al., 2006; Kawakatsu and Montagner, 2008; Lu et al., 2008b; Artman et al., 2010). The TR process consists of three basic steps illustrated in Figure 1.1. In the first step (forward-propagation), the wavefield generated by a source in a medium is sampled using an array of receivers. In the second step (time-reversal), the signals recorded by the receivers are flipped in time. In the third step (back-propagation), the time-reversed signals are re-injected into the medium using the same receivers which act as emitters, and are propagated back to refocus at the original source location (Fink, 1997). The TR process, therefore, involves two wave propagations. In a TR source-imaging
Figure 1.1: Time-reversal experiment. (a) Forward-propagation (first step): waves excited by a source travel through the complex medium and are recorded at stations marked as circles. (b) Back-propagation (second and third steps): the recorded signals are reversed in time and rebroadcast into the medium at the corresponding stations. The waves then propagate through the medium and converge on the original source location (after Lu et al. (2008a)).
experiment, the first wave propagation (forward-propagation step) physically takes place in
the earth and the second wave propagation (back-propagation step) is numerically simulated
on a computer.

The underlying physical principle for TR methods is the symmetry (time-reversal invar-
ance) of the wave equation with respect to time in non-dissipative environments (Snieder,
2002). Theoretical and experimental research have proved that TR provides a simple, ro-
 bust, and effective solution for focusing waves inside complex media and hence for source
imaging (Fink, 2006; Larmat et al., 2010). Over the past few decades, TR has been ap-
plied in vast areas of science and engineering such as medical imaging (Robert and Fink,
2008), underwater acoustics (Kuperman et al., 1998), nondestructive testing (Fink, 2006),
and exploration seismology (McMechan, 1982). Note that TR is not the only method for
wave focusing and imaging. Other techniques for wave focusing such as methods based on
inverse scattering (Haddadin and Ebbini, 1998; Brogginì et al., 2012; Wapenaar et al., 2012),
spatio-temporal inverse of the wave propagator (Tanter et al., 2000, 2001; Aubry et al., 2001;
Montaldo et al., 2003), and phase conjugation (Parvulescu, 1961) have been devised and used
in different applications. Nevertheless, TR based methods constitute a major category of
imaging techniques in geophysics. A more detailed review of the literature published about
wave-focusing methods, in general, and TR focusing, in particular, can be found in Chapter
2.

Despite its simplicity and robustness, TR has an important limitation. For proper re-
construction of the source wavefield in the back-propagation step, TR requires adequate
sampling of the source wavefield in the forward-propagation step. If this requirement is
not satisfied, i.e., if acquisition is incomplete and the focusing target is poorly illuminated,
then the resolving power of TR degrades (Cassereau and Fink, 1993; Fink, 2006). Math-
ematically, the success of the TR process in refocusing the wavefield onto the initial source
location when the receivers surround the source on a closed surface can be explained by the
Green’s (representation) theorem (Snieder, 2004). In contrast, when acquisition is incom-
Figure 1.2: Illustration of the forward propagation (a), back projection with a full-aperture receiver array (b), and back projection with a limited-aperture receiver array (c) in a synthetic time-reversal experiment. Back projection with a small-aperture receiver array distorts the focal pattern. Wave propagation is simulated in a homogeneous acoustic medium. The white circles represent receivers.
complete, the prerequisites of the Green’s theorem are not satisfied and it breaks, and so does the TR process. Figure 1.2 demonstrates this problem with a numerical simulation of a TR experiment. Figure 1.2a shows the first step of the TR process where the energy generated by a point source propagates through a homogeneous medium and is adequately sampled by a full-aperture array of receivers (the white circles) surrounding the source. Figure 1.2b demonstrates the back-propagation step where, after time reversing, the signals recorded in the first step are back projected into the medium and ultimately focus on a finite-sized spot at the original source location and provide a nearly perfect image of the point source. The size of focal spot in this figure is finite because in a diffraction-limited imaging process such as TR, the minimum size of the focal spot is bounded by the diffraction limit and is approximately equal to half the dominant wavelength of the propagating waves (Born and Wolf, 1999). The focal spot shown in Figure 1.2b (part 4) is effectively the point spread function of the TR experiment. However, if the receiver array in this example is replaced with a limited aperture array, then, as shown in Figure 1.2c, the back-propagation step cannot recover a well-resolved and focused image of the source. The distortion of the point spread function observed in Figure 1.2c (part 4) is a consequence of incomplete acquisition.

The requirement for complete acquisition poses a significant practical limitation on TR imaging. This is because in most applications, such as in earthquake source imaging or microseismic monitoring, receiver arrays are sparse and clustered in space, meaning that adequate sampling of the source wavefield is not possible in practice. This raises the question of whether TR is an optimal process for imaging the source in most such applications.

In this thesis, I study the TR process with the goal of optimizing its resolution in situations where the receiver array geometry does not allow adequate sampling of the source wavefield. The main focus of the research is on improving the second step of the TR process, where the key question is how the recorded data can be processed alternatively (instead of time-reversing) to achieve optimal resolution in a TR experiment with incomplete acquisition. To this end, I propose a new approach where source imaging is posed as an optimization
problem and is solved using a technique based on the method of Backus and Gilbert in geophysical inverse theory. The method of Backus and Gilbert (Backus and Gilbert, 1967, 1968, 1970), provides a general mathematical treatment of resolution in continuous or discrete and underdetermined linear inverse problems. The method obtains a unique solution to an underdetermined linear problem by constructing an optimal resolution matrix that most closely resembles the identity matrix (Aki and Richards, 1980; Snieder and Trampert, 1999; Tarantola, 2005; Menke, 2012). Because seismic source imaging is essentially an underdetermined linear inverse problem, it can be aptly studied in the framework of Backus and Gilbert theory.

The proposed approach, named Backus-Gilbert (BG) source imaging, provides an improved resolution for source imaging compared to the time-reversal approach. The method can be used for imaging extended source as well as point sources and, moreover, it is capable of retrieving the mechanism of the source. The BG method does not require a-priori information about the location of the source or its time function. The only requirements of the BG method are the data recorded by the receivers, accurate knowledge of the propagation medium, and an estimate of the source location.

1.1 Thesis outline

The next four chapters in this dissertation are presented as individual research papers. Chapters 2-4 share the common theme of optimal wave focusing and Backus-Gilbert source imaging. Chapter 5 is devoted to the problem of modeling the geometry of the subducting slab interface in South America using a tensor-guided data-fitting method. The primary input data used by this data-fitting method consist of estimates of the depth of the slab and the uncertainty in such estimates. These depth estimates are inferred from the location of the source of the earthquakes associated with the subduction process in South America. The secondary input data consist of estimates of the strike angle of the slab which are inferred from the focal mechanisms of subduction-related earthquakes. The proposed data-fitting method uses the secondary data to guide the interpolation of the primary data. The
depth and focal mechanism of the earthquakes are normally obtained by conventional source inversion techniques. The ability of the BG method in retrieving source parameters such as location and source mechanism and its potential for delineating the spatial extension of the source could be advantageous for constructing a more accurate slab model. An overview of Chapters 2-5 and the way they are related is given in the following paragraphs.

In Chapter 2, I develop the Backus-Gilbert (BG) method for source imaging in acoustic media. I first introduce the BG optimization approach to the problem of focusing acoustic waves at a desired time and location inside a medium with known properties. Knowing how to focus waves is important because it provides a basis for the BG source imaging algorithm. Using source-receiver reciprocity of the Green function, I next show that BG focusing can be adapted and applied for imaging an acoustic point source originating from an unknown location and time. The BG method is also applicable for imaging spatio-temporally extended sources. This, as shown in Appendix A, is a consequence of the linearity of the source imaging problem and the superposition principle. Throughout Chapter 2, the BG method is tested using numerically simulated sources in a synthetic layered acoustic medium. The resulting BG images of the source in these tests are analyzed and compared with the same images produced by the TR method. At the end of the chapter, I discuss the sensitivity of the BG method to noise in data, inaccuracies in the medium properties, and uncertainty in the estimate of source location. The BG method in Chapters 2 and 3 is formulated in the frequency domain. This frequency-domain formulation requires computing the Green function for each receiver location. This requirement can make the BG method impractical for surface microseismic surveys which could involve thousands of receivers. To tackle this problem, I present a time-domain formulation of the BG method in Appendix B. This time-domain formulation does not depend on the Green functions for the receiver locations.

In Chapter 3, I generalize the theory of the BG method for elastic waves. Earthquake sources occur in the solid Earth and generate elastic waves. Therefore, the BG method for source imaging must be extended for application in elastic media. I first derive the
BG method for imaging an elastic point source with an unknown moment tensor in an elastic medium with known properties. This derivation involves the assumption that particle displacements in the near-source region are proportional to the source equivalent force. I justify this assumption in Appendix C. Later, in Appendix D, I show that the method is equally applicable for imaging an extended source. Although the derivation of the elastic BG method is theoretically more involved, the method ultimately ends up having the same mathematical form as in the acoustic case. To solve the elastic BG optimization problem, one only requires the data recorded in the field, an estimate of the source location, and knowledge of the elastic medium. I next test the elastic BG method using a numerical experiment for imaging a double-couple source with a limited-aperture receiver array. This test demonstrates that the BG method can produce significantly better resolved P- and S-wave images of the double-couple source compared to the same images produced by TR. For this improvement, the BG method takes advantage of the reflection energy in data to compensate for limited aperture of the receiver array.

Chapter 4 is devoted to sensitivity tests and analysis of the solution that the BG method provides for the source imaging problem. Source imaging can be expressed as an underdetermined linear inverse problem with infinitely many potential solutions that can explain the data. I first analyze the BG method theoretically and show that the solution it provides is equivalent to the minimum $L_2$-norm solution to the underdetermined source-imaging problem. Next, using numerical simulations, I investigate the sensitivity of the elastic BG method to errors in the earth model and noise in data. I also examine how the BG solution is affected by the size of the monitoring area. Finally, I explore the potentials and limitations of the method for studying the resolution of the BG method in an experiment with a given configuration.

In Chapter 5, I present a novel gridding method for interpolating scattered data points representing earthquake locations. Earthquakes provide estimates of depths of subducting slabs, but only at scattered locations. These depth estimates can be interpolated to construct
a model for the subducting slab as a uniform function of space. In addition to estimates of depths from earthquake locations, focal mechanisms of the subduction-related earthquakes also provide estimates of the strikes of the subducting slab. I use these spatially sparse strike samples to infer a model for spatial correlation that guides a blended neighbor interpolation of slab depths. A brief review of the blended-neighbor interpolation is provided in Appendix E. The interpolation method is then modified to account for the uncertainties associated with the depth estimates. I illustrate the gridding (data fitting) method using data from the South American subduction zone. In Appendix F, I present a weighted averaging scheme to compute a minimum-variance average of measurements (here depth samples) with known variances.

The data requirements of the proposed fitting method are estimates of slab depth, uncertainties in depth measurements, and estimates of slab strikes. All this information is obtained by characterizing subduction-related earthquakes. Using BG to image earthquake sources could provide more accurate information about them (e.g., location, mechanism, spatial extension, and the rupture process) compared to other source characterization methods, especially for earthquakes in poorly instrumented areas. Therefore, the data fitting method proposed in Chapter 5 may benefit from the BG method introduced in the previous chapters.

Chapter 6 is a summary containing general conclusions and final remarks about this thesis and some recommendations for future research.
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CHAPTER 2
OPTIMAL WAVE FOCUSING IN ACOUSTIC MEDIA

A paper to be submitted to the Geophysical Journal International

Farhad Bazargani\textsuperscript{1}, Roel Snieder\textsuperscript{1}, and Jon Sheiman\textsuperscript{2}

2.1 Abstract

Focusing waves inside a medium has applications in various science and engineering fields, such as in medicine, nondestructive evaluation, ocean acoustics, and geophysics. The goal in wave focusing is to concentrate the wave energy at a specific time and location inside a medium. Various techniques have been devised and used to achieve this goal. Time-reversal is a method that is routinely used to focus acoustic and seismic waves. One important geophysical application of time-reversal focusing is in seismic source imaging. However, the method is not optimal for source imaging when acquisition is incomplete. Inspired by the Backus and Gilbert method in inverse theory, we propose a technique wherein wave focusing is cast as an optimization problem. Using numerical experiments, we demonstrate that our new technique mitigates the adverse effects that incomplete acquisition has on time-reversal focusing and source imaging. The only requirements of the method are knowledge of the medium and an estimate of the source location.

2.2 Introduction

The objective in wave focusing is to determine the waveforms that, when transmitted through a medium, create a wavefield that concentrates at a specific time and location. Wave focusing is conceptually related to the problem of imaging, and hence finds important applications in areas such as seismology and exploration geophysics.
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Several methods for focusing have been devised, including those based on inverse scattering (Haddadin and Ebbini, 1998; Broggini et al., 2012; Wapenaar et al., 2012), phase conjugation (Parvulescu, 1961), and time-reversal (Fink, 1997). Time-reversal (TR) is a well-established focusing technique that is robust and effective in heterogeneous media. The method relies on the time-reversal invariance of the wave operator and spatial reciprocity (Snieder, 2002).

A time-reversal mirror is an array of transducers (receivers), each capable of recording, time-reversing (last-in first-out), and retransmitting signals into the medium. The TR process consists of three basic steps. In the first step, the wavefield generated by a source in the medium is recorded using a TR mirror. In the second step, the recorded waveforms are time-reversed. Finally, in the third step, the time-reversed signals are re-injected into the medium, and propagated back to refocus at the original source location. In a dissipative medium, time-reversal invariance is not satisfied (Snieder, 2004; Zhu, 2014). Nevertheless, spatial reciprocity alone explains the robustness and efficiency of the TR process in many applications involving dissipative media (Fink, 2006).

TR focusing has been implemented in a variety of scenarios. It is applicable to both physical and numerical (modeling) back-propagation experiments. In both, one deals with propagation of a time-reversed field, but the propagation is real in a physical problem and simulated in a numerical problem (Fink, 2006). Applications involving physical TR include medical imaging (Robert and Fink, 2008), lithotripsy, underwater acoustics, and nondestructive testing (Fink, 1997; Edelmann et al., 2002; Robert and Fink, 2008; Fink and Tanter, 2010; Larmat et al., 2010). Numerical back-propagation methods, also known as time-reversal modeling techniques, are applied in key areas of geophysics on both global and exploration scales. In global seismology, TR modeling techniques are used for seismic source imaging, for monitoring nuclear explosions, and in environmental applications of geophysics (McMechan, 1982; McMechan et al., 1985; Lu et al., 2008a; Larmat et al., 2006; Lokmer et al., 2009; Larmat et al., 2010). In exploration seismology, TR modeling is used in mi-
croseismic event location and reservoir monitoring (Gajewski and Tessmer, 2005; Lu et al., 2008a; Shapiro, 2008; Steiner et al., 2008; Larmat et al., 2009; Xuan and Sava, 2010), in salt-flank imaging and redatuming seismic data (Lu et al., 2008a), and in reversed time migration (McMechan, 1983; Berkhout, 1997; Schuster et al., 2002).

Despite these broad applications, the TR process has important theoretical and practical limitations. In theory, for a broadband pulse emitted by an ideal point source, the returning field refocuses on a spot with dimensions on the order of the smallest wavelength (Abbe diffraction limit). This is because evanescent waves containing source details smaller than the involved wavelengths cannot be sensed in the far-field. The loss of this information causes the resolution of the process to be bounded by the diffraction limit (Fink, 1997).

Moreover, in practice, the wavefield is sampled at spatially sparse and limited locations. Also, it is not practical to surround the source with a full-aperture TR mirror, so a finite-aperture TR mirror is used instead. This incomplete acquisition results in a distortion in the shape of the point-spread function (the impulse response) of the TR experiment (Cassereau and Fink, 1993; Fink, 2006; Artman et al., 2010). Another problem is that in real applications of TR-focusing, the media are dissipative and time-reversal invariance of the wave equation does not hold valid in dissipative media. However, as shown by Fink (2006), even in a dissipative medium, the TR process always maximizes the output amplitude at the focal time although it does not impose any constraints on the field around the focus. For example, side lobes can be observed around the source.

Several studies have been devoted to the limitations of TR modeling and offer techniques to mitigate their effects. Zhu (2014) proposes a TR modeling approach that compensates for attenuation and dispersion effects due to wave propagation in dissipative media. Tanter et al. (2000, 2001), Aubry et al. (2001), and Montaldo et al. (2003) present the spatio-temporal inverse-filter method, a focusing technique based on the inverse of the wave propagator between a source and elements in a TR mirror. For a lossless medium, the inverse filter method yields the same result as that of the TR method, but in the presence of attenuation,
the spatio-temporal inverse filter methods are more effective than is the TR method.

Research on the connection between medium complexity and the size of the focal spot has shown a direct relationship between the complexity of the medium and the resolution in TR focusing; the more complicated the medium between the source and the TR mirror, the sharper the focus (Blomgren et al., 2002; Fink, 2008; Vellekoop et al., 2010). This is because a finite-aperture TR mirror acts as an antenna that uses complex environments to appear wider than it actually is, resulting in a focusing capability that is less dependent on the aperture of the TR mirror. In media consisting of a random distribution of sub-wavelength scatterers, a time-reversed wavefield can interact with the random medium to regenerate not only the propagating but also evanescent waves required to refocus below the diffraction limit (super-resolution). Schuster et al. (2012) demonstrate a method that uses evanescent waves generated by scatterers in the near-field region of seismic sources to achieve super-resolution.

As discussed above, TR focusing methods are not optimal because of limitations such as imperfect acquisition, attenuation, and the diffraction limit. We propose an alternative approach to wave focusing wherein the problem is cast as an optimization problem. The motivation for this research is to improve upon the existing TR modeling techniques in dealing with the limitations caused by incomplete acquisition.

The organization of the paper is as follows: We first lay out the theoretical foundation of our new approach to wave focusing and show how to design waveforms that optimally focus at a desired known location and time inside a medium. Next we discuss how the new method, named Backus-Gilbert focusing (BG), is connected to some other focusing techniques like time-reversal and show that such other techniques are special cases of the more general solution to wave focusing that our approach provides. In the next step, we show how, with a modicum of modification and reinterpretation, the BG theory can be adapted for application in source-imaging problems. We start by adapting the BG theory for imaging a single point source, and in Appendix A we generalize the theory for an arbitrary spatio-temporally distributed source without knowing the properties of the source. We then show
two simple but representative numerical examples that demonstrate the application of the
BG method in imaging of a point source and then a dipole source. Next, we discuss various
aspects of the method and elaborate further on some explicit and implicit assumptions that
are used in the construction and parameterisation of the new method and discuss their
significance. Finally, in Appendix B, we show an alternative time-domain formulation of the
idea that underlies the BG method.

2.3 Focusing as an optimization problem

We will use the following notational conventions to facilitate the formulation of the new
ideas presented in this chapter.

2.3.1 Notation

1. All superscripts are associated with the receivers and take any integer value between 1
   and $N$.
2. We use Einstein’s notation for repeated indices: whenever an index (a superscript) is
   repeated, summation over that index is implied.
3. Fourier transforms follow the convention
   \[ f(x, \omega) = \int f(x, t) e^{i\omega t} dt. \]
4. A Green function $G(x^i, t; \xi, 0)$ denotes the value the scalar pressure field measured at
   $x = x^i$ and time $t$, where the pressure field is generated by an impulsive source at $x = \xi$ and
   $t = 0$.
5. As a superscript, the asterisk $*$ denotes complex conjugation, and when the symbol is
   used inline, it represents the time convolution of two functions.

2.3.2 Formulation

Consider an acoustic medium with known velocity and $N$ receiver stations at distinct
locations $x^i$ wherein each station records signals for $T$ seconds for times $0 < t < T$. Suppose
that at some time $\tau \in [0,T]$ an impulsive point source at location $\mathbf{x} = \xi$ goes off and generates an acoustic wavefield that is eventually sampled by the $N$ receivers as $d_i(t)$.

In the time-reversal method, we focus acoustic energy at $\mathbf{x} = \xi$ and at $t = T - \tau$ by rebroadcasting the shifted time-reversed signals $d_i(T - t)$ at each station. However, because of the incomplete acquisition geometry of the receivers, the focus created by this TR process is suboptimal. Our objective is to design signals that, upon transmission, focus optimally at the target location $\xi$ and at the time $T - \tau$. To achieve the best spatio-temporal focus, each station must work in concert with the others by injecting a signal that is tailored in amplitude and in shape according to the medium properties, location of the focusing target, and the geometry of the stations. If we denote the signal injected by the station at $\mathbf{x}^i$ as $a^i(t)$, then the superposed injected acoustic scalar wavefield at an arbitrary location $\mathbf{x}$ inside the medium is

$$\phi(\mathbf{x}, t) = a^i(t) * G(\mathbf{x}, t; \mathbf{x}^i, 0). \quad (2.1)$$

If the medium is known, these Green functions $G(\mathbf{x}, t; \mathbf{x}^i, 0)$ can be computed. Note the use of Einstein notation, implying summation over repeated indices, in equation 2.1.

Convolution in the time domain corresponds to multiplication in the frequency domain. Therefore, considering the problem in the frequency domain, each frequency component of the wavefield $\phi(\mathbf{x}, t)$ in equation 2.1 can be expressed as a weighted sum of the corresponding frequency component $G(\mathbf{x}; \mathbf{x}^i, \omega)$ of the Green functions, i.e.,

$$\phi(\mathbf{x}, \omega) = a^i(\omega) G(\mathbf{x}; \mathbf{x}^i, \omega), \quad (2.2)$$

where the weights $a^i(\omega)$ are the Fourier components of the signal injected by the station at $\mathbf{x}^i$.

The problem can now be restated as how to optimally determine the unknown weights $a^i(\omega)$ in equation 2.2 so that the superposed field $\phi$ in the time domain focuses at a desired focal location $\xi$ and at a desired focal time $T - \tau$. Put another way, the goal is to have $\phi(\mathbf{x}, t)$
Figure 2.1: Acoustic velocity model and the configuration of the numerical experiments. The white diamonds show the location of the stations and the white circle $W$ depicts a small subset of the medium that contains the focusing target represented by the white dot.
as close as possible to $\delta(x - \xi) \delta(t - T + \tau)$, where $\delta$ denotes the Dirac delta function. In the frequency domain, this goal can be achieved if we let each frequency component $\phi(x, \omega)$ approach $e^{i\omega(T-\tau)}\delta(x - \xi)$ by minimizing an objective function defined as

$$J = \int_W |\phi(x, \omega) - e^{i\omega(T-\tau)}\delta(x - \xi)|^2 dx,$$

(2.3)

where $W$ denotes a subset of the medium that contains the target location (Figure 2.1).

Inserting equation 2.2 in objective function 2.3 and minimizing with respect to $a^i(\omega)$ results in a linear system of equations of the form

$$\Gamma(\omega)a(\omega) = e^{i\omega(T-\tau)}g^*(\omega),$$

(2.4)

where $\Gamma$ is an $N \times N$ Gram matrix (Parker, 1994) defined by its elements as

$$\Gamma_{ij}(\omega) = \int_W G(x; x^i, \omega) G^*(x; x^j, \omega) dx,$$

(2.5)

$a(\omega)$ is an $N \times 1$ vector that is the unknown of the equation, and $g$ is an $N \times 1$ vector with elements

$$g^i(\omega) = G(\xi; x^i, \omega).$$

(2.6)

The linear system in equation 2.4 can be solved for the vector $a(\omega)$ for each frequency separately. These $a(\omega)$ vectors constitute the Fourier coefficients for the signals that the stations must inject to obtain an optimal focus at location $\xi$ and at time $T - \tau$.

The condition that is implied by minimizing the objective function 2.3 is known as the delta ness criterion in the context of the method of Backus and Gilbert in inverse theory (Backus and Gilbert, 1968). Useful descriptions of this method can be found in Aki and Richards (1980), Tarantola (2005), Menke (2012), and Aster et al. (2013). Henceforth, we refer to the method described above for designing optimal signals for wave focusing as the Backus-Gilbert (BG) method.
Figure 2.2: Optimized signals computed using the BG method (left column) associated with receivers 1 to 8, and the corresponding time-reversed data (right column). The weak reflected energy (green circle) in the TR trace is amplified (red circle) in the optimized BG trace.
2.4 Connection with time-reversal and deconvolution

The BG method, introduced in section 2.3, provides a more general solution to the wave-focusing problem compared to TR. In fact, there is a close mathematical relationship between these methods. To see the connection between BG and TR, let us replace $\Gamma$ in equation 2.4 with the identity matrix $I$ to get

$$a(\omega) = e^{i\omega(T-\tau)}g^*(\omega). \tag{2.7}$$

The complex conjugation and multiplication of $g$ in equation 2.7 by $e^{i\omega(T-\tau)}$ for all frequencies amounts to in-place time-reversal of the corresponding signals $G(\xi, t - \tau; \mathbf{x}_i, 0)$ in the time domain. In other words, using the identity matrix as a crude approximation for $\Gamma$ results in the new system of equations 2.7 which describes exactly the time-reversal process in the time domain. Replacing $\Gamma$ by the identity matrix amounts to ignoring the interplay (cross-talk) between stations and having each station work independently to inject the time-reversed Green functions. Therefore, we might say that TR is a special case of the more-general BG with a gross approximation of $\Gamma$ as the identity matrix.

In a similar way, we can show that BG is related to the deconvolution method (DC) presented by Ulrich et al. (2012). To show this relationship, let us set the off-diagonal elements of $\Gamma$ equal to zero ($\Gamma^{ij} = 0$ for $i \neq j$). In that case, solving the system of equations 2.4 for $a$ gives

$$a^i(\omega) = \frac{e^{i\omega(T-\tau)}G^*(\xi; \mathbf{x}_i, \omega)}{\int W G(\mathbf{x}; \mathbf{x}_i, \omega) G^*(\mathbf{x}; \mathbf{x}_i, \omega) d\mathbf{x}}. \tag{2.8}$$

In deconvolution, the same frequency components of the signals to be back-propagated for focusing are computed as

$$a^i(\omega) = \frac{e^{i\omega(T-\tau)}G^*(\xi; \mathbf{x}_i, \omega)}{G(\xi; \mathbf{x}_i, \omega) G^*(\xi; \mathbf{x}_i, \omega) + \epsilon}. \tag{2.9}$$
where $\epsilon$ is a regularization term, of the order of $|G(\xi; x^i, \omega)|^2$, added for stability of the solution. Notice the similarity between equations 2.8 and 2.9; the numerators on the right hand side of both equations are the same, and the denominators are similar except for the integration over the spatial element in equation 2.8 and the regularization term $\epsilon$ in equation 2.9. Therefore, keeping only the diagonal elements of $\Gamma$ reduces BG to a method similar to DC.

It is important to note that all elements of the Gram matrix $\Gamma$, not just the diagonal elements, hold crucial information about the configuration of the wave-focusing experiment, i.e., the relative positions of the stations with respect to the propagation medium and the focusing target. Each element of $\Gamma$ plays a role in determining how the stations must work together to inject the signals that achieve the optimum focusing result at the target. The function of the off-diagonal elements of $\Gamma$ is to adjust the signal emitted by each station with respect to the signal of the other stations for the optimum focusing. In TR, these off-diagonal elements are ignored by the crude approximation $\Gamma = I$ and therefore using the full $\Gamma$ in BG can improve the TR focusing result.

### 2.5 Application in source imaging

Since the beginning of modern seismology, understanding earthquake sources has been a focus of research. More recently, exploration geophysicists have become interested in studying the source of the micro-earthquakes that are generated, for example, during hydraulic fracturing of rocks (Rentsch et al., 2006). Techniques based on TR modeling are now routinely used for seismic event location and source imaging (Lu et al., 2008a; Artman et al., 2010; Larmat et al., 2010). The effectiveness of such techniques is, therefore, constrained by the same limitations (e.g., imperfect acquisition) that bound the efficacy of TR focusing. This means that the BG methodology proposed here to enhance TR focusing can be useful in source-imaging applications.

In a source-imaging problem, we would like to focus the energy of the wavefield, that is sampled (often sparsely and incompletely) by a limited number of receivers as data, back to
its origin. When source imaging is viewed as a focusing problem, the location of the source is considered as the focusing target, and the activation time of the source is considered as the time of focus.

The formulation of BG presented in section 2.3 seems to require exact knowledge of the target location $\xi$ and time $\tau$. This means that in utilizing BG for source imaging, where the location of the source (focusing target $\xi$) and its activation time (focusing time $\tau$) are not known a priori, equation 2.4 may not be used directly. Nevertheless, as we show below, with a slight modification and reinterpretation of the BG formulation, explicit knowledge of the source location and time can be rendered unnecessary. In short, the BG method can be used in source imaging, because the required information about the source is encoded and implicitly available in the recorded data.

Let us begin by assuming that the source, that we intend to image, is an impulse $\delta(x - \xi) \delta(t - \tau)$. In this context, the data $d^i(t)$ recorded by a receiver at $x^i$ due to our impulsive source is the Green function $G(x^i, t; \xi, \tau)$. The spatial reciprocity of the Green function allows for expressing this data in the frequency domain as

$$d^i(\omega) = e^{i\omega \tau} G(\xi; x^i, \omega). \quad (2.10)$$

Now, using 2.6 and 2.10, equation 2.4 can be rewritten as

$$\Gamma(\omega) a(\omega) = e^{i\omega T} d^*(\omega), \quad (2.11)$$

where $d(\omega)$ is an $N \times 1$ vector with elements defined by equation 2.10.

Note that the right hand side of equation 2.11 is now completely known. The significance of equation 2.11 is that it allows us to use the BG formalism for imaging an impulsive source with no prior knowledge of the precise location and time of the source. (in practice an estimate of the source location is needed to define the extent of the optimization window $W$ in equation 2.5). The actual location and time of the source can be found, eventually, by solving equation 2.11 for the optimized signals $a(\omega)$, injecting them by the receivers, and
Figure 2.3: Exact point source (a) and its images produced by time-reversal (b), Backus-Gilbert (c), time-reversal-plus-spectral-whitening (d), deconvolution (e), and Backus-Gilbert using only the diagonal elements of the \( \Gamma \) matrix (f).
scanning the resulting wavefield for the source image. In other words, after solving equation 2.11 for the optimized signals, the procedure for finding the source time and location (imaging the source) would be exactly similar to the usual practice in time-reversal source imaging.

The argument above relied on our initial assumption that the source was impulsive. However, as shown in Appendix A, this argument can be generalized to hold true for any arbitrary spatio-temporal acoustic source, meaning that equation 2.11 can be used regardless of the source being impulsive or not.

2.6 Numerical experiments

Here we test the ideas presented above by two numerical source-imaging simulations. We first apply the BG method to image a point source and compare the result with the same image produced by other techniques such as TR, deconvolution (DC), and time-reversal plus spectral-whitening (SW). Spectral whitening is a simple method for boosting the weak frequencies of a signal by dividing the components of the frequency band by their magnitudes such that the resulting spectrum is flattened (whitened). We next use BG to image a dipole, as an example of a spatially distributed source, and see how the resulting image compares with the same image produced by TR.

The configuration of the experiments is shown in Figure 2.1. The eight diamonds represent the receivers \(N = 8\), the white dot depicts the source location, and the white circle shows the optimization window \(W\) used in the definition of the objective function 2.3 in the formulation of the BG scheme. All receivers are of a depth of 160 m with the first receiver at \(x^1(x, z) = (420 \text{ m}, 160 \text{ m})\) and the eighth receiver at \(x^8(x, z) = (700 \text{ m}, 160 \text{ m})\). Adjacent receivers are 40 m apart. The velocity model used for wave propagation is a heterogeneous 2D model consisting of three layers. Wave propagation is simulated using an explicit finite-difference approximation of the 2D acoustic isotropic wave equation with absorbing boundary condition on a \(200 \times 201\) grid with grid spacings \(dx = dz = 4\text{ m}\) and with time step \(dt = 1\text{ ms}\).

In the first experiment, to simulate the data, we generate a source wavefield by injecting a Ricker wavelet with peak frequency of 64 Hz at time \(\tau = 50 \text{ ms}\) and location \(\xi(x, z) =\)
Figure 2.4: BG wavefield at the time of focus. The area within $W$ is the same as Figure 2.3c. The dashed line $R$ denotes the location of the reflector and the diamonds represent the 8 receivers. The white arrow points to the energy boosted by BG such that its reflection from $R$ illuminates the target from below.
We sample this source wavefield by the 8 receivers as time signals $d_i(t), \forall i \in \{1, 2, ..., 8\}$ for $0 < t < T = 0.4 s$, where $d_i(t)$ represents the data recorded by the $i^{th}$ receiver. After simulating the data, for the rest of the experiment, we pretend that we do not know the exact location and time of the source. However, we assume that an estimate of the source location is available. This estimate is needed for defining the integration window $W$ such that it contains the source. Here, $W$ is a circular area with radius of 60 m.

Apart from $W$, to form the Gram matrix $\Gamma$ according to equation 2.5, we require the Green functions $G(\mathbf{x}, t; \mathbf{x}^i, 0), \forall i \in \{1, 2, ..., 8\}$. We approximate these Green functions by injecting a band limited spike with frequencies between 5 Hz and 150 Hz at each receiver location $\mathbf{x}^i$ and propagate the wavefield for $T = 0.4 s$. These wavefields are then Fourier transformed to the frequency domain and used in equation 2.5 to compute the elements of the $8 \times 8$ complex matrix $\Gamma$ independently for all frequencies within the bandwidth of the experiment. The integrand in equation 2.5 is an oscillatory function, therefore to avoid dominant contribution from the end points, we apply a Gaussian taper to the edges of integration window $W$.

At this point, we can form the system of equations 2.11 for each frequency independently and solve the system for $a_i(\omega)$, the Fourier coefficients of the optimized signals $a_i(t)$. These optimized signals are then broadcast by the receivers to generate the optimal wavefield $\phi(\mathbf{x}, t)$ that will focus to create the image of the source at location $\xi \in W$ and at time $T - \tau$. As with TR, the last step is to scan the wavefield $\phi(\mathbf{x}, t)$ to detect and extract the source image. The source image can be detected using, for example, its high energy or using other measures as suggested by Artman et al. (2010). After detecting the source image, the actual values of $\xi$, $\tau$, and also the spatio-temporal characteristics of the source can be inferred from that image.

Figures 2.2 and 2.3 summarize the results of the first experiment. Figure 2.2 shows the normalized optimal signals $a_i(t)$ and the normalized time-reversed data $d_i(t)$ for receivers 1 through 8. The signals in each column have been normalized by dividing the amplitude
of each sample by the maximum absolute value of the amplitude of all traces in the same column. The optimization process has produced signals (left column) that are different from their corresponding time-reversed data (right column) in both amplitude and shape. For example, the small amplitude events in the time-reversed traces (e.g., the energy encircled in green) correspond to the reflection energy that is reflected from the interface at 500 m in Figure 2.1. Note how the same reflected events (e.g., the energy encircled in red) are amplified by BG in the optimally computed signals.

Figure 2.3a shows the exact source wavefield in the first experiment. More specifically, it depicts the portion of the source wavefield enclosed within $W$ at the activation time of the point Ricker wavelet that was used to simulate the source. Figure 2.3b shows the image of this source produced by TR. Instead of a compact and round spot, the TR image of the source is distorted. This distortion is a consequence of the incomplete acquisition geometry of the receivers. For recovering a spot-like image of the point source, TR requires a balanced illumination of the target from all angles. However, in this TR experiment, target illumination is imbalanced and limited to the small angle subtended by the first and last receivers.

The source image produced by BG is shown in Figure 2.3c. A visual comparison of Figures 2.3b and c indicates that the quality of the source image is improved in the BG image. As explained below, this improvement is mostly the result of augmentation of the poor target illumination by BG. Figure 2.4 shows the entire BG wavefield $\phi(x,t)$ at the time of focus. (Figure 2.3c corresponds to the portion enclosed by $W$ in Figure 2.4). The strong burst of energy denoted by the white arrow in Figure 2.4 is the result of propagating the amplified reflected events in the optimized signals shown in Figure 2.2. When the optimized signals are injected, this strong burst of energy travels in advance and part of it, after bouncing off the reflector at $Z = 500\text{m}$, illuminates the target from below. Of course, BG did not create this energy out of nowhere. The energy is also present in the TR experiment, but it is much weaker. All that was done by BG was to automatically detect this weak energy and amplify
Figure 2.5: Comparison of BG and TR in imaging a dipole as an example of a distributed source with anisotropic radiation pattern. Snapshots of the wavefield associated with dipole sources with different orientations at the time of source activation (left column) and their corresponding BG images (middle column) and TR images (right column).
it in order to balance the target illumination. Effectively, this is the equivalent of using the reflector at \( Z = 500 \, \text{m} \) as an acoustic mirror in order to boost the illumination angles.

For the sake of generality, we also imaged the point source using spectral whitening (Figure 2.3d) and deconvolution (Figure 2.3e) discussed in section 2.4. Although the results by spectral whitening and deconvolution are a slight improvement over TR (Figure 2.3b) they are both significantly less localized in space than the BG image (Figure 2.3c). Figure 2.3f shows the result of the BG method applied partially where, instead of the full \( \Gamma \) matrix in equation 2.11, we have used only the diagonal elements. Ignoring the off-diagonal elements of \( \Gamma \) in the BG process, amounts to ignoring the crosstalk between different receivers and therefore leads to a less resolved image of the point source.

So far, we have only compared the source images visually. However, to have a more quantitative comparison of the results of the different focusing methods, we define a function \( Q \) for assessing the quality of the focus as

\[
Q(I) = \frac{\int_W |x - \xi'| I^2(x) \, dx}{\int_W I^2(x) \, dx}, \tag{2.12}
\]

where \( I(x) \) denotes the value of the source image \( I \) at location \( x \) and \( \xi' \) is the detected source location defined as

\[
\xi' = \arg\max_{x \in W} |I(x)|. \tag{2.13}
\]

The function \( Q(I) \) gives a quantitative measure of the spread of energy around a detected point of maximum amplitude \( \xi' \) within the image \( I \); larger \( Q \) indicates a less focused image. The result of computing the measure \( Q \) for the images shown of Figure 2.3 are shown in the top-right corner of each panel. A comparison of the \( Q \) measures, confirms that BG has outperformed other methods in achieving a more compact and spot-like image of the point source.
In the second experiment, we keep the configuration of the source and receivers and velocity model the same as in the first experiment. However, instead of a point source for simulating the data, we use a dipole (two point sources with opposite signs next to each other) with time dependence given by a Ricker wavelet. The remaining steps follow exactly as before. Unlike a point source that has an isotropic radiation pattern, a dipole’s radiation pattern is directional. Consequently, in a source-imaging experiment with incomplete acquisition, the arrangement of the receivers relative to the nodal planes and lobes of the source radiation pattern becomes an important factor. For this reason, we repeat the second experiment for 4 different orientations of the source dipole, i.e., for $\theta = 0$, $\pi/4$, $\pi/2$, and $3\pi/4$, where $\theta$ denotes the angle of the dipole orientation measured with respect to the horizontal.

Figure 2.5 summarizes the outcome of these experiments. The left column shows snapshots of the wavefield associated with dipole sources with different orientations at the time of source activation. The middle column shows the image of these dipole sources as obtained by BG, and the right column depicts the image of the same dipole sources produced by TR. The source images obtained by BG are more focused than their corresponding TR images. Besides, for all dipole orientations, BG shows better delineation of the orientation of the dipole source than TR.

2.7 Discussion

In this section we discuss the main assumptions in the BG process and perform some numerical tests to examine the sensitivity of the method to inaccuracies in parameters such as the model describing the medium, size of the optimization window, and noise in data.

2.7.1 Accuracy of the model

Knowledge of the medium (e.g., velocity and density) is the most significant assumption made in formulating the BG method. This information is needed for computing the Green function for each receiver location. These Green functions are in turn used for computing the $\Gamma$ matrix.
As in any imaging method, the accuracy of the velocity model is important in BG. Using an inaccurate velocity model can generally cause the image of the source to be created at a wrong time or location. More specifically, in situations like the examples of section 2.6, the BG method relies on amplifying the weak reflection energy in data in order to compensate for the limited aperture. In such situations, for BG to effectively balance the illumination, the velocity model must be accurate and contain the reflectors that are associated with the main reflection energy in the data. Otherwise, BG will not be as effective as it is portrayed by the examples of section 2.6 and, depending on the fidelity of the velocity model in predicting the reflections and how different it is from the true velocity model, the BG image of the source will be degraded. (Recall that TR corresponds to the crude approximation $\Gamma \approx I$ and therefore (Claerbout and Green, 2008; Kawakatsu and Montagner, 2008) is more tolerant to the inaccuracies in the velocity model and imperfections in the data). Figure 2.6a shows the result of the first focusing experiment in section 2.6 using BG. We will refer to this experiment as the reference test.

In the next experiments, we simulate the data using the true velocity model (Figure 2.1). However, to compute the Green functions and to propagate the optimally computed signals in BG, we use a perturbed velocity model. First, we use a smoothed velocity model in the BG process. The result is shown in 2.6b. Using a smooth velocity model degrades the BG image. As discussed in section 2.6, the effectiveness of the BG method in improving the focus in this example is largely attributed to the amplification of the reflected energy in data. Using a smooth velocity model to compute the Green functions prevents BG from detecting and boosting the reflection energy present in data because a smooth model cannot correctly induce reflections.

Next, instead of smoothing, we perturb the true model by decreasing the velocity of the middle layer (see Figure 2.1) by 150 m/s and 200 m/s and repeat the BG process. The results are shown in Figures 2.6c and 2.6d, respectively. In the next set of tests, we perturb the true velocity model by lowering and raising the lower boundary of the middle layer in
Figure 2.1 by 60 m. The results are shown in Figures 2.6e and 2.6f. We then repeat the last tests but alter the depth of the upper boundary of the middle layer by +60 m and −60 m. The results of these tests are shown in Figures 2.6g and 2.6h. In general, using a wrong velocity to process and propagate the optimized signals causes the wavefield to focus at a wrong location and time. However, based on the focusing results shown in figures 2.6c-h, we can say that even when the model is not exact, BG produces images which are still more focused than the TR image shown in Figure 2.3b.

It is worth mentioning that to produce the images shown here, we utilized high amplitude as the main criterion for detecting the time and location of the focus in the injected wavefield. Using this criterion, the source coordinates detected by BG are either more accurate or the same as the source coordinates obtained by TR.

2.7.2 Optimization window

We need an estimate of the source location to properly choose the optimization window \( W \) such that we can be certain that the source is somewhere within \( W \). In practice, such an estimate is usually available or can be obtained using common source location techniques such as TR of more-conventional inversion-based source location methods. The size of \( W \) is an important factor in the effectiveness of BG. This is because \( W \) is used directly in the definition of the objective function 2.3 upon which we based the formulation of the BG method. With a limited number of receivers, the smaller \( W \) (the smaller the uncertainty in the location of the source) is, the easier it is to minimize the BG objective function and the more effective BG is. However, there is a lower limit on how small \( W \) can be to obtain best focusing results. Based on our tests (not shown here) the optimum focusing is achieved when the size of \( W \) is 2 to 3 times the dominant wavelength of the propagating waves. The minimum size of the optimization window is also related to the uncertainty in the velocity model. As mentioned above, error in the velocity model causes the focus to be created at a wrong location. Therefore, the error in the velocity model must be taken into account in determining the size of optimization window and care must be taken to choose a large
Figure 2.6: Sensitivity test results. Images of a point source created with BG using (a) the true velocity model and optimization window with radius 60 m (reference test), (b) smoothed velocity model, (c) perturbed velocity by decreasing the velocity of the middle layer by 150 m/s, (d) perturbed velocity by decreasing the velocity of the middle layer by 200 m/s, (e) altering the width of the middle layer by lowering its base boundary by 60 m, (f) altering the width of the middle layer by raising its base boundary by 60 m, (g) changing the width of the middle layer by lowering its top boundary by 60 m, (h) changing the width of the middle layer by raising its top boundary by 60 m, (i) true velocity but increasing the radius of the optimization window to 120 m, (j) true velocity but increasing the radius of the optimization window to 180 m, (k) true velocity model while contaminating the data with band-limited random noise with $S/N = 2$, (l) true velocity model while contaminating the data with band-limited random noise with $S/N = 1$, (m) iterative Backus-Gilbert in the time domain (BGT) after 2 iterations, (n) BGT after 10 iterations, (o) BGT after 15 iterations, and (p) BGT after 30 iterations.
enough window that will contain the focus even when the velocity model is wrong.

To show the effect of the size of the optimization window in BG on the final source image, we repeat the source-imaging experiment using the true velocity but with optimization windows whose radii are twice and three times larger than the radius of $W$ used in the reference experiment. The resulting source images are shown in Figures 2.6i and 2.6j. The larger the size of $W$ is the less focused is the source image.

### 2.7.3 Noise

The presence of noise in recorded data is an important matter that needs careful attention in applying BG in source imaging. In our numerical examples of section 2.6, we did not include noise in data. Applying the BG method for source imaging hinges upon the validity of equation 2.10 which allows us to form and solve the system of equations 2.11 without explicit knowledge of the source location, time, and spatio-temporal character. In a real source-imaging scenario, data is contaminated with noise and, therefore, equation 2.11 must be modified as

$$
\mathbf{\Gamma}(\omega)\mathbf{a}(\omega) \approx e^{i\omega T}(\mathbf{d}^*(\omega) + \eta^*(\omega)),
$$

(2.14)

with $\eta$ denoting the noise vector and $\mathbf{d}$ the noise free data described by equation 2.10.

The stability of the solution $\mathbf{a}$ to equation 2.14 depends on the condition number of the matrix $\mathbf{\Gamma}(\omega)$, which itself depends on the configuration of the receivers, the properties of the medium, and the frequency for which the $\mathbf{\Gamma}(\omega)$ is computed. If $\mathbf{\Gamma}(\omega)$ is ill-conditioned, a regularization technique, e.g., truncated SVD can be used to find a stable solution to equation 2.14.

To test the robustness of the BG method in the presence of noise, and also to demonstrate the effect of additive noise to data, we repeated the reference experiment with true velocity but for data contaminated with band-limited Gaussian random noise with the same bandwidth as the data and signal-to-noise ratio of 2. The result of this test is shown in
Figure 2.6k. For the receiver geometry of this experiment, $\Gamma(\omega)$ is not well-conditioned for low frequencies. This is because for lower frequencies (long wavelengths) the Green functions computed for adjacent receivers become similar with the result of $\Gamma(\omega)$ becoming more singular. Therefore, to find a well-behaved solution, we regularized the system 2.14 using truncated singular value decomposition (TSVD) for low frequencies. Figure 2.6l shows the result of the same experiment using data contaminated with band-limited random noise with signal-to-noise ratio of 1. These experiments demonstrate that BG method (with proper regularization) is stable in the presence of noise.

### 2.7.4 BG focusing in the time domain

The formulation of the BG focusing presented in this paper has so far been in the frequency domain. However, it is possible to formulate the same optimization idea in the time domain as well. The details of the time-domain formulation are shown in Appendix B. Solving the BG optimization problem in the time domain involves an iterative solution, where each iteration includes two wave propagation steps (see equation B.12). In this respect, time-domain Backus-Gilbert focusing (BGT) resembles least-squares migration (Nemeth et al., 1999). Considering that this iterative process must be repeated for imaging each source, implementing the BG method in the time domain could be expensive.

The BG method in the frequency domain or in the time domain are fundamentally the same; in both, we minimize the same objective function. This is a consequence of the Parseval’s theorem (compare objective functions A.4 in Appendix A with B.1 in Appendix B). To demonstrate this point, we repeated the reference experiment (the first numerical source imaging experiment in section 2.6) for imaging a point source with BGT. Figures 2.6m-p show the result of BGT after 2, 10, 20, and 30 iterations of the conjugated-gradient method, respectively. In early iterations (Figure 2.6m) the BGT focus is comparable to the TR focus (Figure 2.3b). However, by increasing the number of conjugate-gradient iterations, the resolution of the source image produced by BGT improves and after 30 iterations, the BGT focus (Figure 2.6o) approaches that of frequency-domain BG (Figure 2.6a).
Minor differences between the time- and frequency-domain BG focusing results must be attributed to the differences in numerical implementations of the two methods. While in the time-domain, we solve the BG optimization problem using an iterative scheme, in the frequency-domain, the BG optimization problem is solved directly by inverting the associated linear systems for each frequency. For this reason, adding noise to data can have a different effect on the frequency-domain BG than on the time-domain BG and depending on the method used for regularizing the inverse problem and the noise level, the difference between the results obtained by time-domain and frequency-domain BG can increase.

In the frequency-domain formulation, computing the matrix $\Gamma$ requires simulating the wave propagation several times to model the Green function for each receiver location. Nevertheless, a nice feature of the frequency-domain implementation is that for a fixed configuration of the receivers, $\Gamma$ has to be computed only once. (Recall that $\Gamma$ on the left hand side of equation 2.11 depends only on the receiver geometry and the properties of the medium and the right hand side depends only on the recorded data.) Therefore, once $\Gamma$ and its $SVD$ are computed and stored, we can reuse them to solve equation 2.11 whenever a new source occurs. This means that for receivers with a fixed geometry, applying BG in the frequency domain to image multiple sources is very fast, inexpensive, and computationally efficient. However, note that in a case where the number of receivers are too large, and the number of sources to be imaged are small, it might be preferable to solve the BG problem in the time domain.

2.8 Conclusion

The ability of time-reversal (TR) methods to focus waves inside heterogeneous media is bounded by limitations such as attenuation, the diffraction limit, and imperfect acquisition. To go beyond the limitations caused by imperfect acquisition, we formulate wave focusing as an optimization problem. This technique, called the Backus-Gilbert (BG) method, can be easily applied in source imaging to obtain optimal images of an acoustic source.
The only requirements are knowledge of the medium, and an estimate of the source location. The method makes no particular assumptions about the spatio-temporal character of the source. All the information that the method needs about the source is encoded in the recorded data.

Our numerical tests show that the Backus-Gilbert (BG) approach is capable of achieving a significantly better resolved image of the source compared to that achieved by TR. The advantage of BG over TR is most pronounced in source-imaging experiments with limited aperture coverage.

The BG method can find applications in geophysics at both global and exploration scales. In global seismology, techniques based on TR focusing are used to image earthquake sources. At the exploration scale, geophysicists have interest in imaging and understanding the source mechanisms of micro earthquakes generated in hydraulic fracturing experiments. Often, in both earthquake source imaging and microseismic monitoring, the number and distribution of receivers is not enough to sample the wavefield properly. For example, in global seismology, most seismometers are on the continents and in microseismic surveys, the receivers are installed in one or two monitoring wells. In examples like these, TR can not perform optimally and BG could be a good candidate to compensate for the incomplete acquisition and poor aperture coverage. The Earth is, however, an elastic medium and therefore, to be able to apply BG in geophysical source-imaging applications, we need to develop an equivalent elastic version of the BG method presented in this chapter. We deal with this problem in Chapter 3.

2.9 Acknowledgments

This research was supported by the sponsor companies of the Consortium Project on Seismic Inverse Methods for Complex Structures. We are also thankful for the support provided by Shell International Exploration and Production. The software used to produce the results in the paper was written in Java, Jython with the use of libraries in the Mines Java Toolkit freely available at https://github.com/dhale/jtk.
CHAPTER 3
OPTIMAL WAVE FOCUSING IN ELASTIC MEDIA
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Farhad Bazargani\textsuperscript{1} and Roel Snieder\textsuperscript{1}

3.1 Abstract

Time-reversal modeling provides a simple and robust solution to source-imaging problems. However, for recovering a well-resolved image of the source, time-reversal requires a balanced illumination of the target from all angles. When acquisition is incomplete and a balanced illumination is not possible, the time-reversal solution may not be adequate. We use the method of Backus and Gilbert to optimize the resolving power of a given configuration of receivers for imaging an unknown source within a known elastic medium. The Backus-Gilbert optimization approach is shown to provide a resolution for source imaging for elastic waves that is improved compared to time-reversal. We use a synthetic example to demonstrate the new method.

3.2 Introduction

Understanding earthquake sources has been a focus of research since the early days of modern seismology. Source parameters such as time, location, focal mechanism, and the rupture process provide invaluable insight for understanding fault systems and earthquakes. Exploration seismologists study microseismic events to acquire information about the inducing mechanism and the size and orientation of fractures in hydrofracturing experiments (e.g., Maxwell and Urbancic, 2001; Rentsch et al., 2006; Baig and Urbancic, 2010).

Conventional methods for studying seismic sources generally involve inverting for unknown source parameters by minimizing kinematic differences between observed and sim-

\textsuperscript{1}Center for Wave Phenomena, Colorado School of Mines, Golden, Colorado 80401, USA
ulated seismograms (Stein and Wysession, 2003). Such techniques are usually performed in separate steps to first invert for source location and time and then, assuming that the source location is known, invert for the source moment tensor which completely describes the focal mechanism of the seismic source (Jost and Herrmann, 1989; Baig and Urbancic, 2010). More-recent source inversion techniques minimize the full waveform differences between the observed data and simulated seismograms (Kim et al., 2011; Song and Toksöz, 2011). The stability of these waveform inversion methods is limited by the acquisition geometry and the level of noise in data (Song and Toksöz, 2011; Eaton and Forouhideh, 2011). In particular the solid angle subtended by the receiver array, as viewed from the source location, plays a fundamental role in the stability of the inversion; the smaller solid angles imply less stability (Eaton and Forouhideh, 2011).

An alternative approach to studying seismic sources is through direct imaging of the source using time-reversal (TR) modeling (Fink, 1997, 2008; Larmat et al., 2010; Zhu, 2014). TR imaging techniques can be used for characterizing the seismic source and constraining its spatio-temporal history (Larmat et al., 2006). By comparing source imaging and inversion methods, Kawakatsu and Montagner (2008) show that the two techniques are related and that TR source imaging can be viewed as an approximation to source inversion methods. As in source inversion, the effectiveness of TR source-imaging techniques are reduced by incomplete acquisition, i.e., the resolution of the TR methods is bound by geometry and configuration of the experiment. This is because to resolve the source, TR requires a well-balanced illumination of the target (Fink, 2006; Artman et al., 2010).

To mitigate the adverse effects of incomplete acquisition on TR, in Chapter 2, we presented a technique in which source imaging in acoustic media is formulated as an optimization problem. This technique is based on the method of Backus and Gilbert (Backus and Gilbert, 1968; Tarantola, 2005; Menke, 2012). The only prerequisites of the Backus-Gilbert (BG) method are knowledge of the acoustic medium and an estimate of the source location. In this Chapter, we generalize the theory of the BG focusing for elastic media.
The organization of the paper is as follows: In section 3.3, we develop the theory of the BG method in elastic media and show how to compute signals that must be back propagated in order to optimally image a source. In section 3.4, we discuss how BG is connected to TR focusing and show that TR can be regarded as a special case of the more general solution to wave focusing that BG provides. Section 3.5 is devoted to a numerical example where we apply the elastic BG method in imaging a double-couple point source. In section 3.6, we discuss various aspects of the BG method and elaborate further on some explicit and implicit assumptions that are used in the construction of the BG approach and their significance. In Appendix D, we extend the elastic BG method for imaging sources with finite size.

3.3 Optimized imaging of a point source

Before delving into the details of the BG optimization for elastic source imaging, we define the notational conventions that are used throughout this chapter.

3.3.1 Notation

1. We use Einstein’s notation for repeated indices: whenever an index (a subscript or a superscript) is repeated, summation over that index is implied.

2. All superscripts are associated with the receivers and take any integer value between 1 and $N$.

3. All subscripts denote spatial components.

4. Fourier transforms follow the convention

$$f(x, \omega) = \int f(x, t) e^{i\omega t} dt.$$

5. A Green tensor is $3 \times 3$ in $3D$ and is $2 \times 2$ in $2D$ with elements $G_{np}(x^i, t; \xi, 0)$ denoting the value of the $n^{th}$ component of the displacement field measured at $x = x^i$ and time $t$, where the displacement field is generated by a unidirectional unit impulse parallel to the $p^{th}$ coordinate axis, applied at $x = \xi$ and $t = 0$. 
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6. As a superscript, the asterisk * denotes complex conjugation, and when the symbol is used inline, it represents the time convolution of two functions.

3.3.2 Formulation

Consider an elastic medium in which a single point source radiates seismic energy from an unknown location \( \xi \in W \), where \( W \) represents a subset of the medium that contains the source. (In practice, to determine the extent of \( W \), a rough estimate of the source location \( \xi \) is required). We also assume that the source mechanism of the point source is described by an unknown moment tensor with an unknown time dependence \( M(t) \). Suppose that we sample the source displacement field \( u(x, t) \) by \( N \) multicomponent receivers at locations \( x^i \). This is a passive experiment in the sense that all receivers start recording at time \( t = 0 \) and stop at \( t = T \) such that \( T \) is large enough to allow adequate time sampling of the source displacement field \( u(x, t) \).

Let us denote the \( n \)th component of the data vector \( d(t) \) recorded by the station at \( x^i \) by \( d^i_n \). As shown by Aki and Richards (2002), this data can be expressed as

\[
d^i_n(t) = u_n(x^i, t) = M_{pq}(t) \ast \frac{\partial G_{np}(x^i, t; \xi, 0)}{\partial x_q},
\]

(3.1)

where \( M_{pq} \) denotes the elements of the source moment tensor \( M \), and \( G_{np} \) represents the elements of the elastodynamic Green tensor \( \mathbf{G} \). In the frequency domain, equation 3.1 becomes

\[
d^i_n(\omega) = M_{pq}(\omega) \frac{\partial G_{np}(x^i; \xi, \omega)}{\partial \xi_q}.
\]

(3.2)

The body force equivalent of this point source can be written as (Aki and Richards, 2002)

\[
f_n(x, t) = -M_{pq}(t) \frac{\partial \delta(x - \xi)}{\partial x_q},
\]

(3.3)

where \( \delta \) represents the Dirac delta function. Having defined the configuration of the experiment, the data, and the body force equivalent of the point source, we are ready to formulate
the optimization problem.

According to the time-reversal process, after recording the data \(d(t)\) associated with a source, a time-reversed version of the source wavefield \(u(x, T - t)\) can be reconstructed by broadcasting time-reversed data \(d(T - t)\) from each receiver. This process works well when the acquisition geometry of the experiment is complete and allows for adequate spatial sampling of the source wavefield. However, with incomplete acquisition, the TR process may fail to reconstruct the time-reversed source displacement field with an acceptable resolution. Therefore, in such situations, the simple process of time-reversing the data and re-injecting them is suboptimal.

Our goal is to find signals \(a_n^i(t)\), for each component of each receiver, such that upon injection and propagation from the receivers, the resulting displacement field \(\psi(x, t)\) correctly reconstructs the time-reversed source displacement field \(u(x, T - t)\). To accomplish this goal, we define an objective function

\[
J = \int \int_W |\psi(x, t) - u(x, T - t)|^2 dx dt,
\]

where \(W\) denotes a subset of the medium that contains the source, \(u\) is the source displacement field, and \(\psi\) is the reconstructed displacement field with its components

\[
\psi_n(x, t) = G_{np}(x, t; x^i, 0) \ast a_p^i(t).
\]

We show in Appendix C that in the near-source region the particle displacements are proportional to the body force equivalent of the source. This makes intuitive sense because if a force is applied somewhere in an elastic medium then the particles pushed by the force move in the same direction as the force. Therefore, we can write

\[
\psi_n(x, t) = C f(x, t),
\]

where \(C\) denotes a proportionality constant with dimensions of \([\text{displacement}] / [\text{force}]\). Here, for simplicity, we assume \(C = 1\).

Using equations 3.3, 3.5, and 3.6, the objective function 3.4 is given by
\[ J = \sum_{r=1}^{3} \int_{W} \left| G_{rp}(x, t; x', 0) \ast a_p^r(t) + M_{rq}(T - t) \frac{\partial \delta(x - \xi)}{\partial x_q} \right|^2 dx \, dt. \]  

(3.7)

In the frequency domain, this objective function can be written as

\[ J(\omega) = \sum_{r=1}^{3} \int_{W} \left| G_{rp}^i a_p^i + e^{i\omega T} M_{rq}^* \frac{\partial \delta(x - \xi)}{\partial x_q} \right|^2 dx, \]  

(3.8)

where we have used the abbreviated notation \( G_{rp}^i = G_{rp}(x; x'; \omega) \), \( a_p^i = a_p^i(\omega) \), and \( M_{rq} = M_{rq}(\omega) \).

Objective function 3.8 must be minimized for each frequency independently. To this end, we differentiate \( J(\omega) \) with respect to \( a_{n^*}^m(\omega) \) for some particular \( m \) and \( n \), and set \( \frac{\partial J(\omega)}{\partial a_{n^*}^m(\omega)} = 0 \). This gives

\[ a_p^i(\omega) \int_{W} G_{rn}^{m*} G_{rp}^i dx = e^{i\omega T} \begin{align*}
M_{pq}^* \frac{\partial G_{mp}^n(x; \xi, \omega)}{\partial x_q} d\xi
\end{align*}, \]

(3.9)

where in the last three steps of equation 3.9, we used integration by parts, the sifting property of the delta function, and the reciprocity principle for the components of the Green function, respectively.

Next, in equation 3.9, we replace indices \( m \) with \( n \), \( n \) with \( i \), and \( i \) with \( j \) to get

\[ a_p^j(\omega) \int_{W} G_{rn}^{m*} G_{rp}^j dx = e^{i\omega T} \begin{align*}
M_{pq}^* \frac{\partial G_{mp}^n(x; \xi, \omega)}{\partial \xi_q} d\xi
\end{align*}. \]

(3.10)

Comparing the right hand side of 3.10 with that of 3.2, we can simplify equation 3.10 as

\[ a_p^j(\omega) \int_{W} G_{rn}^{m*} G_{rp}^j dx = e^{i\omega T} d_{n^*}^j. \]  

(3.11)
Equation 3.11 represents a linear system of simultaneous equations that can be concisely expressed as

$$\mathbf{\Gamma}(\omega) \mathbf{a}(\omega) = e^{i\omega T} \mathbf{d}^*(\omega),$$

(3.12)

which must be independently solved for the vector \(\mathbf{a}(\omega)\) for each frequency. More explicitly, equation 3.12 can be written (in 3D) as

$$
\begin{pmatrix}
\Gamma_{11} & \Gamma_{12} & \Gamma_{13} \\
\Gamma_{21} & \Gamma_{22} & \Gamma_{23} \\
\Gamma_{31} & \Gamma_{32} & \Gamma_{33}
\end{pmatrix}
\begin{pmatrix}
\mathbf{a}_1 \\
\mathbf{a}_2 \\
\mathbf{a}_3
\end{pmatrix}
=
\begin{pmatrix}
e^{i\omega T} \mathbf{d}_1 \\
e^{i\omega T} \mathbf{d}_2 \\
e^{i\omega T} \mathbf{d}_3
\end{pmatrix}^*,
$$

(3.13)

in which the \(3N \times 3N\) matrix \(\mathbf{\Gamma}\) consists of nine \(N \times N\) submatrices \(\Gamma_{kl}\) defined as

$$
\Gamma_{kl}^ij = \int_W C_{rk}^{i*} C_{rl}^j dx,
$$

(3.14)

the \(3N \times 1\) vector \(\mathbf{a}\) contains three \(N \times 1\) subvectors corresponding to the three components of the optimized signals

$$
\mathbf{a}_k = \begin{pmatrix}
a_1^k \\
a_2^k \\
\vdots \\
a_N^k
\end{pmatrix},
$$

(3.15)

and the \(3N \times 1\) vector \(\mathbf{d}\) contains three \(N \times 1\) subvectors corresponding to the three components of the recorded data

$$
\mathbf{d}_k = \begin{pmatrix}
d_1^k \\
d_2^k \\
\vdots \\
d_N^k
\end{pmatrix}.
$$

(3.16)

Note that in equation 3.14, a summation is carried out over the index \(r\).

The significance of equation 3.12 is that \(\mathbf{\Gamma}\) on the left hand side of equation 3.12 can be computed (based on equation 3.14) as long as the medium is known and an estimate of the source location is available. The right hand side of equation 3.12 depends only on the
recorded data, meaning that all the information the method requires about the unknown source is available and encoded within the data. Therefore, equation 3.12 can be solved for \( a(\omega) \).

Even if only a subset of the data components are available, the formalism presented above is still valid and applicable. This is because equation 3.13 can be readily modified to form a new system that corresponds to the available data components. As an example, equation 3.13 can be modified for application in 2D as

\[
\begin{pmatrix}
\Gamma_{11} & \Gamma_{12} \\
\Gamma_{21} & \Gamma_{22}
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2
\end{pmatrix}
= e^{i\omega T}
\begin{pmatrix}
d_1^* \\
d_2^*
\end{pmatrix},
\]

where \( \Gamma_{kl}, a_k \) and \( d_k \) are defined by equations 3.14, 3.15, and 3.16, respectively. Similarly, equation 3.13 can be modified for 3D cases where only a subset of data (e.g., only vertical components) is available for all or some receivers.

After solving equation 3.12 and finding \( a(\omega) \) for all frequencies, we can compute the optimal time-domain signals \( a^i(t) \). To image the source, these optimized signals must be injected by the receivers and the resulting wavefield \( \psi(x,t) \) must be scanned for the image of the source.

We started our argument by assuming that there is only one point source inside the medium. However, as we show in Appendix D, this argument can be generalized to hold true for any arbitrary extended or spatio-temporally distributed source. This is because a distributed source can be regarded as a collection of point sources. In other words, the BG method can be used for imaging any type of source regardless of it being a point source or not.

It is worth pointing out that computing \( \Gamma \) requires simulating the wave propagation to model the Green tensor for each receiver location. However, for a fixed configuration of receivers, \( \Gamma \) and its inverse have to be computed only once. (Recall that \( \Gamma \) on the left hand side of equation 3.12 depends only on the receiver geometry and the properties of the medium and the right hand side depends only on the recorded data.) Therefore, once \( \Gamma^{-1} \) is
computed and stored, we can reuse it to solve equation 3.12 whenever a new source occurs. This means that for receivers with a fixed geometry, using BG to image multiple sources can be computationally very efficient.

3.4 Connection with time reversal

The Backus-Gilbert focusing method, introduced in section 3.3, provides a more general solution to the wave-focusing problem compared to TR focusing. In fact, there is a close mathematical relationship between these methods. To be able to see the connection between BG and TR, we discuss the structure of $\Gamma$ and examine the significance of its 9 submatrices (shown in equation 3.13) to develop a better understanding of their function in the optimization process.

All elements of $\Gamma$ hold information about the configuration of the focusing experiment, i.e., the relative positions of the stations with respect to the inhomogeneities in the propagation medium and the focusing target. The role of the submatrix $\Gamma_{kl}$ can be described as determining how the signal injected by the $k$th component of each receiver must be adjusted with respect to the signals emitted by the $l$th components of the other receivers in order to optimally reconstruct the source displacement field. For example, the diagonal submatrix $\Gamma_{11}$ adjusts the signal emitted by the 1st component of each receiver with respect to the 1st signal injected by other receivers. In contrast, the off-diagonal submatrix $\Gamma_{32}$ is responsible for adjusting the signals emitted by the 3rd component of each receiver with respect to signals emitted by the 2nd component of the other receivers. A quick inspection of equation 3.14 reveals that $\Gamma$ is, by definition, a Hermitian matrix; this means that for the submatrices of $\Gamma$, we have $\Gamma_{ij} = \Gamma_{ji}^*$. Therefore, whatever function or role we attribute to $\Gamma_{kl}$, the same function can be assumed for its conjugate transpose matrix $\Gamma_{lk}$. With this background about the anatomy of $\Gamma$, we are now ready to study the relationship between BG and TR.

Approximating $\Gamma$ in equation 3.12 by the identity matrix $I$ gives

$$a(\omega) = e^{i\omega T} d^*(\omega).$$

(3.18)
The complex conjugation and multiplication of $d(\omega)$ in equation 3.18 by $e^{i\omega T}$ amounts to in-place time-reversal of the data $d(t)$ in the time domain. In other words, using the identity matrix as the most simplistic approximation for $\Gamma$ in equation 3.12 results in a new system of equations (as in equation 3.18) that describes exactly the same process as time-reversal. By replacing $\Gamma$ with the identity matrix, we turn off the function of the submatrices of $\Gamma$. This amounts to ignoring the interplay (cross-talk) between the components of the stations and make them work independently from the other stations to inject the time-reversed data. Therefore, we might say that TR is a special cases of the more-general BG with a crude approximation of $\Gamma$ as the identity matrix.

![Diagram](image)

**Figure 3.1**: The elastic model and the configuration of the numerical experiment of section 3.5. The white diamonds show the location of the stations, the white circle W depicts a small subset of the medium that contains the focusing target which is represented by the white dot. The blue background color represents $v_p = 3000 \text{ m/s}, v_s = 2000 \text{ m/s}$, and $\rho = 2000 \text{ kg/m}^3$. The red background color represents $v_p = 3750 \text{ m/s}, v_s = 2500 \text{ m/s}$, and $\rho = 3000 \text{ kg/m}^3$. 
3.5 Numerical experiment

We apply the elastic BG method in a 2D synthetic experiment to image a point source with a double-couple mechanism and compare the result with the same image produced by TR. The configuration of the experiment is shown in Figure 3.1. The six diamonds represent the multicomponent receivers, the white dot depicts the source location, and the white circle shows the optimization window \( W \), used in the definition of the objective function in equation 3.4. All receivers are at the surface \((z = 0 m)\) with the first receiver at \( x^1(x, z) = (630 m, 0 m) \) and the sixth receiver at \( x^6(x, z) = (1110 m, 0 m) \). Adjacent receivers are 90 m apart. The earth model used for wave propagation is a heterogeneous elastic 2D model with absorbing boundaries (Figure 3.1) consisting of three layers. Wave propagation is simulated using an explicit finite-difference approximation of the 2D elastic isotropic wave equation with an absorbing boundary condition on a \( 200 \times 201 \) grid with grid spacings \( dx = dz = 6 m \) and with time step \( dt = 1 ms \).

The data vector \( d^i(t) \) is simulated using a horizontal point source of slip with a double-couple mechanism located at \( \xi = (600 m, 600 m) \) within \( W \). The time dependence of the source is given by a Ricker wavelet with peak frequency of 55 Hz and peak time \( t = 100 ms \). We sample the displacement field generated by this source by the six receivers as time signals \( d^n_i(t), \forall i \in \{1, 2, ..., 6\}, \forall n \in \{1, 2\} \), and for \( 0 < t < T = 0.6 s \). Here \( d^n_i(t) \) represents the data recorded by the \( n^{th} \) component of the \( i^{th} \) receiver. After simulating the data, for the rest of the experiment, we pretend that we do not know the exact location and time of the source. However, we assume that an estimate of the source location is available. This estimate is needed for defining the integration window \( W \) such that it contains the source. Here, \( W \) is a circular area with radius of 90 m. The integrand in equation 3.14 is an oscillatory function, therefore to avoid dominant contribution from the end points, we apply a Gaussian taper to the edges of integration window \( W \).

To form the matrix \( \Gamma \), in equation 3.17, we require the Green tensors \( G(x, t; x^i, 0) \) for all receivers. We approximate the components of each Green tensor by injecting a band.
limited spikes with frequencies between 2 Hz and 140 Hz at each receiver location \( x^i \) and propagating the wavefield for \( T = 0.6 \) s. These wavefields are then Fourier transformed to the frequency domain and used in equation 3.14 to compute the elements of the 12 \( \times \) 12 matrix \( \Gamma \) independently for all frequencies within the bandwidth of the experiment.

At this point, we can form the system of equations 3.17 for each frequency independently and solve the system for \( a^i(\omega) \), the Fourier coefficients of the optimized signals \( a^i(t) \). These optimized signals are then broadcast by the receivers to generate the optimal time-reversed displacement field \( \psi(x, T - t) \) that will focus at the correct source location. Note that, in this 2D example, \( \psi \) is a vector field with 2 components, a vertical and a horizontal component. The last step is to scan \( \psi(x, T - t) \) to detect and extract the source image which has been created at location \( \xi \in W \) and at the correct time associated with the source activation time. After detecting the source image, the actual source location, time, and the spatio-temporal characteristics of the source can be inferred from that image.

Possible criteria to detect the source image can include high energy or a particular type of radiation pattern which is expected for the source. For example, a seismic source with a double-couple mechanism has a characteristic four-lobe radiation pattern for the P-wave (radial displacement) component (Aki and Richards, 2002). The P- and S- components of the displacement field can be readily computed as the curl and divergence of the displacement field, respectively (Larmat et al., 2009).

Figures 3.2 and 3.3 summarize the results of the numerical experiment described above. Figure 3.2 consists of two panels. The left panel depicts the vertical component of the optimal signals in the column labeled BG, and the vertical component of the time-reversed data in the column labeled TR. Similarly, the right panel depicts the horizontal component of the optimal signals in the column labeled BG, and the horizontal component of the time-reversed data in the column labeled TR. The signals in each column (of both panels) have been normalized by dividing all samples by the maximum absolute value of the amplitude of all traces in the same column.
Figure 3.2: Vertical component of the optimal signals versus the time-reversed vertical component of the data (left panel), and horizontal component of the optimal signals versus the time-reversed horizontal component of the data (right panel). The weak reflection energies (green circles) are amplified in the optimized traces (red circles).
The optimization process has produced signals that are different from their corresponding time-reversed data in both amplitude and shape. For example, the small amplitude events in the time-reversed traces (e.g., the energy encircled in green) correspond to reflected energy from the discontinuity at \( z = 800 \text{ m} \) in Figure 3.1. Note how the same reflected events (i.e., the energy encircled in red) are amplified by BG in the optimally computed signals.

Figures 3.3a and 3.3b depict the divergence (radial component or P-wave) and curl (transverse component or S-wave) of the source displacement field enclosed within \( W \) at the activation time of the double-couple point source. We can think of Figure 3.3a as the exact (true) P-wave image and of Figure 3.3b as the exact (true) S-wave image of the source wavefield. The radial and transverse component of the optimally reconstructed source displacement field \( \psi(x, T-t) \) at the time of focus are shown in Figures 3.3c and 3.3d, respectively. These are the P- and S-wave images of the source obtained by taking the divergence and curl, respectively, of \( \psi(x, T-t) \). Finally, the P- and S-wave images of the source produced by TR are depicted in Figures 3.3e and 3.3f, respectively. The BG images (second row of Figure 3.3) are superior to the TR images (third row). Note how the four lobes of the P-wave radiation pattern are resolved by BG in Figure 3.3c, whereas it is impossible to recognize them in the corresponding TR image in Figure 3.3e. The four-lobe S-wave radiation pattern is not resolved by either BG or TR. Nevertheless, compared to the TR image (3.3f), the BG image (3.3d) resembles the exact S-wave image (3.3b) more closely in both size and orientation.

The improvement of the resolution in the BG images, can be attributed to a more balanced illumination of the target. This is made possible by using the amplified reflected events in the optimized signals shown in Figure 3.2. When the optimized signals are propagated, a strong coherent burst of energy is created by these amplified events. This coherent energy travels in advance of the direct arrival energy and part of it, after bouncing off the reflector at \( z = 800 \text{ m} \), illuminates the target from underneath. Of course, BG did not create this energy out of nowhere. The energy is also present in the TR experiment, but it is much weaker. The observed improvement is mostly the result of detecting this weak energy by
BG and properly amplifying it in order to balance the target illumination. Effectively, this is equivalent of using the reflector at $z = 800 \text{ m}$ as an elastic mirror in order to augment the illumination angles, which in the case of TR are limited to the small angle subtended by the first and the last receivers.

Figure 3.3: Divergence (a) and curl (b) components of the source displacement field enclosed within $W$ at the activation time of the source are compared with the P-wave (c) and S-wave (d) images of the source produced by BG, and with the P-wave (e) and S-wave (f) images of the source produced by TR.
3.6 Discussion

The success of the BG method in producing accurate source images depends on the validity of the assumptions that were made in formulating the method. The most significant of these assumptions are knowledge of the elastic medium (e.g., P- and S-wave velocities and density) and an approximate location of the source. In Chapter 2, we used numerical tests to study the sensitivity of the acoustic BG method to inaccuracies in the velocity model, uncertainty in the source location which determines the size of the optimization window \( W \), and the presence of noise in data. Similar tests for the elastic BG focusing lead to similar conclusions as were reported in the acoustic case. Here, without going into details, we summarize the main conclusions of the numerical sensitivity tests for the elastic BG. We will return to these tests and analyze them more thoroughly in the next chapter.

In any source-imaging method, using an inaccurate model leads to the mislocation of the source or degradation of the source image. BG focusing is not an exception in this respect. As shown by the example in section 3.5, BG relies on utilizing the scattered energy in data in order to compensate for the incomplete acquisition. In this case, to effectively balance the illumination, BG requires an accurate velocity model that contains the reflectors that are associated with the reflection energy recorded in the data. Otherwise, if the model is not sufficiently accurate, BG will not be as effective as it is portrayed by the example in section 3.5 and, depending on the accuracy of the velocity model, the BG image of the source may be degraded. In our tests, where the velocity models used by BG are moderately perturbed from the true model (e.g., 10% velocity error or mislocation of the reflecting interfaces), the obtained BG images are less focused compared to the case were the true velocity is used. Nevertheless, they are still more focused than the corresponding TR images.

To use the BG method, we also need an estimate of the source location such that we can be certain that the source is somewhere within a limited area \( W \). In practice, such an estimate of the source location is usually available. For instance, in earthquake seismology, the approximate location of the source can be obtained using simple inversion techniques for
source location (Stein and Wysession, 2003). Similarly, in hydraulic fracturing monitoring
surveys, geophysicists often have a good estimate of the size of the affected area around the
injection well where microseismic energy is most likely to originate. The size of \( W \) is an
important factor in determining the effectiveness of BG as a source-imaging method. With a
limited number of receivers, the smaller \( W \) (the smaller the uncertainty in the location of the
source) is, the easier it is to minimize the BG objective function (equation 3.4). However,
there is a lower limit on how small \( W \) can be to obtain best focusing results. The optimum
focusing results are achieved when the size for the optimization window \( W \) is 2 to 3 times
the dominant wavelength in the data. Using larger windows results in less focused (however
still better than TR) source images. Note that the size of \( W \) also depends on the accuracy
of the velocity model. This is because velocity errors could lead to mislocation of the source.
Therefore, the size of \( W \) must chosen taking the uncertainties in the velocity model into
account such that \( W \) is large enough to contain the mislocated source.

The presence of noise in the recorded data is an important matter that needs to be
carefully addressed. In our numerical example of section 3.5, we did not include noise.
Applying the BG method for source imaging depends on the validity of equation 3.12 which
allows us to solve for optimal signals without explicit knowledge of the source parameters.
However, in a real source-imaging scenario, equation 3.12 does not hold exactly because
recorded data always contain noise. Therefore, equation 3.12 must be replaced by

\[
\Gamma(\omega)a(\omega) \approx e^{i\omega T}(d^*(\omega) + \eta^*(\omega)), \tag{3.19}
\]

where \( \eta \) denotes the noise vector and \( d \) the theoretical noise-free data described by equation
3.2.

The stability of the solution \( a \) in equation 3.19 depends on the condition number of \( \Gamma(\omega) \),
which itself depends on the configuration of the receivers, the properties of the medium,
and the frequency \( \omega \) for which \( \Gamma(\omega) \) is computed. If \( \Gamma(\omega) \) is ill-conditioned, then some
regularization technique, e.g., truncated singular value decomposition (TSVD), can be used.
to find a stable solution to equation 3.19. With a proper amount of regularization, BG can tolerate noise in data. The stronger the noise level is, the more regularization is required to obtain stable results. However, too much regularization degrades the source image. Based on our tests (see Chapter 4), applying BG on noisy data with signal to noise ratio as low as 1 can still yield well focused images, however, stronger noise levels makes the source image noisy and hard to detect.

3.7 Conclusion

Time-reversal (TR) focusing methods rely on the time-reversal invariance of the wave operator. When acquisition is incomplete, source-imaging techniques based on time-reversal focusing are not optimal. In this paper, to overcome the limitations imposed by incomplete acquisition, we approach source imaging in elastic media as an optimization problem. The new approach, named Backus-Gilbert focusing (BG), provides a more general solution to elastic wave focusing than TR does.

To apply BG in source imaging, the medium must be known and also an estimate of the source position must be available. Apart from these two requirements, no other a priori information is needed by the method. Of course, since the method is formulated as an inverse problem that relies on the knowledge of the medium, it is more sensitive than TR to inaccuracies in the model. We showed with a numerical example simulating an elastic source-imaging experiment with sparse and limited-aperture receiver geometry, that BG can produce better resolved images of an unknown source than TR. For source imaging using receiver stations with a fixed geometry, the application of the method can be computationally efficient.

One area of geophysics that is a good candidate for application of BG is imaging earthquake sources. This is because of three reasons: first, a relatively reliable elastic model of the earth is available in global seismology which can be used by BG. Second, the advantages of BG over TR are most pronounced in experiments with incomplete acquisition geometry. The global network of seismometers does not have a uniform distribution on the Earth and
therefore earthquakes that occur in certain poorly-instrumented areas cannot be recorded properly. Finally, the data quality in terms of signal-to-noise ratio for the strong earthquakes recorded in global seismology are often very good, thereby minimizing the effects of noisy data on the BG method discussed above.
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CHAPTER 4
BACKUS-GILBERT SOURCE IMAGING: SENSITIVITY ANALYSES

A paper to be submitted to the Geophysical Journal International

Farhad Bazargani\textsuperscript{1} and Roel Snieder\textsuperscript{1}

4.1 Abstract

Seismic source imaging can be viewed as an under-determined linear inverse problem with infinitely many potential solutions. The Backus-Gilbert method is designed to optimize the resolution of the inverse problem and gives the minimum $L_2$-norm solution. Considering the Backus-Gilbert method in the framework of inverse theory facilitates analyzing the possibilities and limitations of the method using the available tools in inverse theory. Using elastic source-imaging simulations, we analyse the sensitivity of the Backus-Gilbert method to errors in the earth model and noise in data. We also study how the source image obtained by the method is affected by the size of the model space which is determined by the size of the monitored region. Finally, we examine the resolution of the Backus-Gilbert method using synthetic tests with various source-receiver configurations.

4.2 Source imaging as an inverse problem

In seismic source estimation, we are interested in monitoring a specific area $W$ for seismic activity in order to characterize the sources originated from that area. The seismic activity is recorded using a limited number of receivers, $N$. Receiver locations are given by $x^i, i = 1, 2, ..., N$ and each records data passively for $T$ seconds. We usually assume that the elastic properties of the medium are known so that we can accurately model the wave propagation inside the medium.

\textsuperscript{1}Center for Wave Phenomena, Colorado School of Mines, Golden, Colorado 80401, USA
The source can be located anywhere inside the monitored region with an arbitrary spatio-temporal character. We can model a source, in the most general sense, as a succession of point sources that occur at locations \( \xi \), and with moment tensors \( M(\xi, t) \) defined for all \( \xi \in W \) and \( t \in [0, T] \), and write
\[
M(\mathbf{x}, t) = \int_W M(\xi, t) \delta(\mathbf{x} - \xi) \, d\xi.
\] (4.1)

Equation 4.1 implies that the source is considered to be made of many virtual point sources at every location inside \( W \). The objective is to characterize the actual seismic source by determining the behaviour of each of these virtual point sources.

The \( n^{th} \) component of the data vector \( \mathbf{d}(t) \) associated with the seismic source and recorded by the station at \( \mathbf{x}^i \) can be expressed as
\[
d^i_n(t) = \int M_{pq}(\xi, t) \partial G_{np}(\mathbf{x}^i, t; \xi, 0) \, d\xi,
\] (4.2)

where summation over repeated indices is implied, \( M_{pq}(\xi, t) \) denotes the elements of the moment tensor \( M \) of the virtual point source at \( \xi \), and \( G_{np}(\mathbf{x}^i, t; \xi, 0) \) represents the elements of the elastodynamic Green tensor associated with an impulsive source at \( \xi \) and recorded by the receiver at \( \mathbf{x}^i \). We are temporarily ignoring the presence of noise in data but will return to it later in section 4.3.3. Equation 4.2 defines a linear process that can be discretized and expressed in the frequency domain using the vector matrix notation
\[
\mathbf{d} = \mathbf{G} \mathbf{m},
\] (4.3)

where \( \mathbf{d}_{n \times 1} \) is the data vector, \( \mathbf{G}_{n \times m} \) is the data kernel, and \( \mathbf{m}_{m \times 1} \) in the unknown model vector. Here, \( n \) is the dimension of the data space which is \( N \) times the number of components in each receiver. \( m \) represents the dimension of model space which is equal to the number of virtual sources that we imagine at each grid point within the monitoring area times the number of unknown parameters for each virtual source.
Our goal is to invert equation 4.3 to find an estimate $\tilde{m}$ of the true model $m$. In a typical source-imaging problem the number of receivers is limited. This means $n < m$ and therefore $G_{n \times m}$ is a non-square matrix and formally not-invertible. Nonetheless, it is possible to find an inverse mapping from the data to the estimated model. The most general linear mapping from the data to the estimated model can be expressed as

$$\tilde{m} = G^{-g} d,$$  \hspace{1cm} (4.4)

where the generic $m \times n$ matrix $G^{-g}$ denotes the generalized inverse of $G$. There are several ways for designing the inverse operator $G^{-g}$ for the under-determined system of equation 4.3 (Snieder and Trampert, 1999). One way is through the approach introduced by Backus and Gilbert in 1960s (Backus and Gilbert, 1968; Aki and Richards, 1980). Here, we briefly review this method.

### 4.2.1 The method of Backus and Gilbert

Let us start by inserting $d$ from equation 4.3 into 4.4 to obtain

$$\tilde{m} = G^{-g} G m = R m,$$  \hspace{1cm} (4.5)

where the $m \times m$ matrix $R = G^{-g} G$ is the averaging kernel or the model resolution matrix. Note that, in equation 4.5, $R = I$ would imply perfect resolution, i.e., $\tilde{m} = m$ which amounts to no averaging and a one-to-one correspondence between the elements of vectors $\tilde{m}$ and $m$. However, with incomplete acquisition, perfect resolution is not possible and $R \neq I$. The structure of $R$ and how closely it resembles the identity matrix ultimately depends on the configuration of the experiment which is captured by the data kernel $G$. The closer $R$ resembles $I$, the better is the resolution of the estimated solution $\tilde{m}$. This can be used as a criterion to specify the generalized inverse $G^{-g}$. In other words, we can determine $G^{-g}$ by requiring that $R$ should resemble the identity matrix $I_{m \times m}$ as closely as possible. This is achieved by defining and minimizing an objective function

$$J = \| R - I \|_2,$$  \hspace{1cm} (4.6)
where \( \| \cdot \|_2 \) denotes the matrix (Frobenius) norm here. Minimizing \( J \) with respect to the components of \( G^{-g} \) gives (Tarantola, 2005)

\[
G_{BG}^{-g} = G^\dagger (GG^\dagger)^{-1},
\]

(4.7)

where \( G_{BG}^{-g} \) denotes the particular generalized inverse obtained through the Backus-Gilbert approach. Then for the model resolution matrix we have

\[
R_{BG} = G_{BG}^{-g} G = G^\dagger (GG^\dagger)^{-1} G.
\]

(4.8)

Combining 4.5 and 4.8, gives

\[
\tilde{m}_{BG} = R_{BG} m = G^\dagger (GG^\dagger)^{-1} G m,
\]

(4.9)

which can be simplified using 4.3 as

\[
\tilde{m}_{BG} = G^\dagger (GG^\dagger)^{-1} d,
\]

(4.10)

where \( \tilde{m}_{BG} \) denotes the estimated model that is obtained using the Backus-Gilbert method.

Before we interpret the significance of this model estimate, we must explain that the way we derive and implement the Backus-Gilbert method in chapters 2 and 3 for source imaging is slightly different from the usual approach explained above. That is, instead of designing the generalized inverse operator through minimizing objective function 4.6, we solve for the optimized signals \( a \) that must be injected by each receiver for best focusing result. This is done through minimizing a different objective function defined as

\[
J' = \| G^T a - e^{i\omega T} m^* \|_2.
\]

(4.11)

Minimizing 4.11 with respect to \( a \) gives

\[
a = e^{i\omega T} (G^* G^T)^{-1} d^*.
\]

(4.12)
The model estimate (source image) is then obtained by back propagating \( a \) given by equation 4.12, i.e.,

\[
\hat{m}_{BG}' = G^T a = e^{i\omega T} G^T (G^* G^T)^{-1} d^*.
\]  (4.13)

Note that the model estimate \( \hat{m}_{BG}' \) in 4.13 is the complex conjugate of \( \hat{m}_{BG} \) in equation 4.10 with a phase shift. This complex conjugation in the frequency domain is equivalent to time-reversal in the time domain. In other words, the model estimate in 4.13 is the time-reversed version of 4.10, otherwise they are identical. Finally, note that approximating \( G^* G^T \) by the identity matrix in equation 4.13 gives the time-reversal (TR) solution, i.e.,

\[
\hat{m}_{TR} = e^{i\omega T} d^*.
\]  (4.14)

### 4.2.2 The minimum norm solution

As mentioned before, equation 4.3 with \( m < n \) describes an under-determined system of equations with non-unique solutions. To resolve this non-uniqueness, we must add to the problem some a-priori information or assumption about the solution. For example, one possible a-priori assumption could be based on the simplicity of the solution (Menke, 2012). Put another way, simplicity of the solution can be used as a criterion to single out one solution as the best among the infinitely many possible solutions to the under-determined inverse problem.

The notion of simplicity can be quantified by some measure of length (say \( L_2 \)-norm) of the solution. For example, the minimum norm solution to equation 4.3 is a model estimate \( \hat{m}_{MN} \) that minimizes \( \| m \|_2 \) subject to \( \| d - Gm \|_2 = 0 \). This minimization problem can be solved using the method of Lagrange multipliers (Menke, 2012). The solution is

\[
\hat{m}_{MN} = G^\dagger (GG^\dagger)^{-1} d.
\]  (4.15)
Comparing the right hand side in equation 4.10 with that in 4.15, we find that $\tilde{m}_{BG} = \tilde{m}_{MN}$; that is the Backus-Gilbert solution is indeed the same as the minimum $L_2$-norm solution. Note that if $GG^\dagger$ in equations 4.10 and 4.15 is singular (non invertible) then it must be regularized to remove the singularity. In that case, the regularized solution will not be exactly the minimum norm solution and the resolution degrades. We further discuss this issue in section 4.3.3.

The fact that $\tilde{m}_{BG} = \tilde{m}_{MN}$ implies that if the true model is more complicated than the minimum norm solution, then the BG method will not be able to recover it exactly. For example, consider the case where the true model contains some components $m_0$ in the null space of $G$, i.e., $m = m_{MN} + m_0$. Then one can see from equation 4.9 that $m_0$ would be annihilated by $G$ and cannot affect the estimated model (in fact, it would not be sensed by the receivers and affect the data in the first place). What is recoverable by the BG method is then the minimum length part $m_{MN}$ of the true model.

Some important questions may arise regarding the justification of the minimum norm criterion. For example, one might ask whether simplicity is a justifiable criterion for resolving non-uniqueness in the source estimation problem, or whether the $L_2$-norm of the model is a proper measure to quantify the notion of simplicity of the model. Using simplicity as a-priori information in an inverse problem is based on the philosophical argument (Occam’s razor) that the simpler explanation should be preferred to more complicated explanations (Aster et al., 2013). Although, the reality might prove to be not so simple, in the absence of certainty, explaining a phenomenon with the fewest assumptions is both reasonable and aesthetically appealing. Using the $L_2$-norm of the model as a measure for assessing simplicity is not necessarily realistic either. The sparsity-promoting $L_1$-norm, for example, could be another viable candidate for measuring model simplicity. However, compared to $L_2$-norms, solving an optimization problem involving $L_1$-norms is generally more challenging.

If more accurate a-priori information about the model is available, more complicated measures of simplicity can be used to resolve the non-uniqueness or inconsistency in the
inverse problem. For instance, a-priori information such as data and model covariances, if available, may be incorporated in the problem by defining a more appropriate metric for the $L_2$-norm in a weighted least squares scheme (Jackson, 1979; Snieder and Trampert, 1999).

4.3 Sensitivity tests and analyses

In the previous section, we re-examined the Backus-Gilbert source-imaging method in an abstract sense to put it in the context of inverse theory. Doing so allows us to develop a deeper understanding of the BG method and its limitations and possibilities. It also facilitates analysing the sensitivity of the method to parameters such as the physical properties of the propagating medium, size of the monitoring area (optimization window), and noise. Here, we test the behaviour of the BG method in several numerical simulations and interpret the outcome of the tests in the light of the theoretical insight gained in section 4.2.

For the first series of tests, we use the source-receiver configuration and the three-layer elastic earth model shown in Figure 4.1. The diamonds represent the receivers, the white dot denotes the location of the source, and the white circle depicts the extent of the optimization window (monitoring area) $W$. All receivers are at the surface ($z = 0 m$) with the first receiver at $x_1^{(x,z)} = (630 m, 0 m)$ and the sixth receiver at $x_6^{(x,z)} = (1110 m, 0 m)$. Adjacent receivers are $90 m$ apart. All boundaries of the earth model are assumed to be non-reflective (absorbing). Wave propagation is simulated using an explicit finite-difference approximation of the 2D elastic isotropic wave equation with an absorbing boundary condition on a $200 \times 201$ grid with grid spacings $dx = dz = 6 m$ and with time step $dt = 1 ms$.

We simulate the data using an isotropic point source located at the white dot in Figure 4.1. The time dependence of the source is given by a Ricker wavelet with peak frequency of $55 Hz$ and peak time at $t = 100 ms$. The true P-wave image of this isotropic point source is shown in Figure 4.2a. Here, by true P-wave image, we mean the image that one would obtain in a full-aperture TR experiment by computing the divergence of the back propagated displacement field at the time of focus. The true image therefore represents the TR image of the point source for a perfect aperture (receivers placed equidistantly at a spacing of
60 m along the boundary of the computational domain in Figure 4.1). The reason for not showing the S-wave image of the source in Figure 4.2 is that the isotropic point source in this experiment does not generate S-waves at its activation time.

Before carrying out the sensitivity tests, we use the simulated data (with no added noise) to image the source using the TR method with the source-receiver configuration and the earth model of Figure 4.1 (henceforth the true earth model). The resulting TR image of the source is shown in Figure 4.2b. The quantity \( Q \) shown in this figure is the measure introduced in Chapter 2 to quantify the spread of energy in the image of a point source. The smaller \( Q \) is, the more focused and localized is the image. Figure 4.2c shows the image of the source obtained using the BG method with the true velocity model and with \( W \) of radius 90 m. We then repeat this source-imaging test using the BG method applied partially by zeroing out the off-diagonal elements in each submatrix of \( \Gamma \) in equation 3.17. This amounts to forcing BG to optimize the injected signals using the components within each receiver independently of the other receivers and hence, ignoring the interplay of the receiver components among different stations. The source image obtained by this experiment is shown in Figure 4.2d. A comparison of the images shown in Figures 4.2b-d demonstrates that the BG method, compared to TR, produces more focused images. It also indicates that to be most effective, the BG optimization process must take the interplay among the components of different receivers into account. We next analyze the sensitivity of the BG method to inaccuracies in the earth model.

4.3.1 Earth model and the data kernel

The solution of the BG method, as shown by equation 4.10, is expressible in term of the data kernel \( G \) and the data \( d \). Therefore, the accuracy of our knowledge of \( G \) closely affects the quality of the solution obtained by BG. Note that \( G \) is the forward modeling operator that captures the physics of the forward experiment which, in this case, consists of generation, propagation, and recording of the elastic waves. The accuracy of \( G \) depends on two major factors. The first contributing factor is the physics that is used to model the ex-
Figure 4.1: The elastic earth model and the source-receiver configuration for the numerical sensitivity tests discussed in the text. The white diamonds show the location of the receivers, the white circle W depicts a small subset of the medium (monitoring area) that contains the point source represented by the white dot. The blue background color represents $v_p = 3000 \, \text{m/s}$, $v_s = 2000 \, \text{m/s}$, and $\rho = 2000 \, \text{kg/m}^3$. The red background color represents $v_p = 3750 \, \text{m/s}$, $v_s = 2500 \, \text{m/s}$, and $\rho = 3000 \, \text{kg/m}^3$. 
Figure 4.2: P-wave images of the point source associated with the source-receiver configuration depicted in Figure 4.1 showing (a) the true P-wave image of the isotropic point source, (b) TR image using true velocity, (c) BG image using true velocity and optimization window with radius 90 m, (d) BG image where BG is applied partially such that the interplay between receiver components among different stations is ignored, (e) BG image using a perturbed model where the density and velocities of the middle layer are decreased by 10%, (f) BG image using a perturbed model where the density and velocities of the middle layer are decreased by 5%, (g) BG image using a perturbed model where the density and velocities of the middle layer are increased by 5%, (h) BG image using a perturbed model by smoothing the true velocity with a Gaussian filter, (i) BG image using a perturbed model where the width of the middle layer is altered by lowering its base interface by 60 m, and (j) by raising its top interface by 60 m, and (k) by lowering its top interface by 60 m, and (l) by raising its top interface by 60 m, (m) BG image using the true velocity and optimization window W with radius 120 m, (n) BG image using the true velocity and optimization window W with radius 180 m, (o) BG image using the true velocity and data contaminated by noise with $S/N = 2$, and (p) BG image using the true velocity and data contaminated by noise with $S/N = 1$. All images are obtained by computing the divergence of the injected wavefield at the time of focus.
periment, e.g., the wave equation used to describe wave propagation in the medium. Ideally, this modeling must be sophisticated enough to describe the actual physical process with sufficient accuracy. The second factor in determining the accuracy of the $G$ is the accuracy of the information about the elastic properties of the propagating medium. These two factors can be related in the sense that the level of sophistication in wave propagation modeling must be commensurate with the level and accuracy of our knowledge of the properties of the medium. For example, when the medium is anisotropic, one must ideally use an anisotropic wave equation to accurately model the wave propagation in the medium. However, if information about the anisotropic parameters of the medium are poor or absent, then it might be beneficial to use the simpler but more robust isotropic elastic wave equation.

Assuming that proper physics is chosen for modeling the forward problem, then the accuracy of the wave propagation parameters of the medium, e.g., velocity and density, is the dominant factor in determining the success of the BG method. In any source-imaging method, errors in the velocity model can cause the source image to be created at a wrong location or time. The BG method is not an exception in this regard. Here we test the effect of using an erroneous earth model in the BG method. By erroneous, we mean an earth model that is perturbed and somehow different compared to the true earth model (the model that was used to simulate data).

We first perturb the earth model by changing the density, and the P- and S-wave velocities of the middle layer in Figure 4.1 by a fixed amount. Figures 4.2e-g show the P-wave images of the source as obtained in such tests where the perturbed earth model is constructed by changing the density and velocities of the middle layer by $-10\%$, $-5\%$, and $+5\%$, respectively. The time and location of the source in these tests are detected automatically using the maximum energy criterion introduced in Section 2.6.

The elastic BG method utilizes the reflected waves in the data to augment the incomplete acquisition (see Chapter 3). Therefore, it is important that the earth model used to compute the forward operator $G$ in BG contains the major reflectors in the medium with
correct reflective strength in their correct position. To test the sensitivity of the method to inaccuracies in the reflection coefficient of the reflectors, we perturb the earth model by smoothing it with a Gaussian smoothing filter with standard width of 12 meters. Smoothing the earth model decreases the impedance contrast across the reflecting interfaces and leads to weaker reflected energy from the interfaces in the model. For example, after smoothing, the PP reflected amplitude recorded by the vertical component of receiver 1 in Figure 4.1 decreases about 80%. The P-wave source image obtained by BG using this smoothed velocity model is shown in Figure 4.2h. More severe smoothing of the earth model leads to more degradation of the focus quality. Next, we perturb the earth model by changing the depth of the interfaces in the true model. Figures 4.2i and j are source images obtained by BG using models that are perturbed by lowering and raising the base reflector of the middle layer in Figure 4.1 by $-60\ m$ and $+60\ m$, respectively. Figures 4.2k and l show the result of similar tests for perturbations in the depth of the top interface of the middle layer by $-60\ m$ and $+60\ m$, respectively.

As implied by the $Q$ measure associated with source images in Figures 4.2e-l, the quality of the focus deteriorates as a result of error in the earth model, however, the BG images obtained with the perturbed earth models in these examples are still more focused than the TR image (Figure 4.2b). Note that error in the earth model causes the image to focus at a wrong location, (e.g., see Figure 4.2i). It is important that this error in the location of the source is not larger than the extent of the optimization window $W$. In other words, the maximum tolerable error in the earth model is related to the size of $W$ and can be limited by it.

4.3.2 The optimization window

The optimization area $W$ in BG source imaging is defined as the area that is known to contain the source. The position of $W$ can be chosen based on some a-priori information or estimate about the source location. The size of $W$ must be determined based on the amount of certainty in the a-priori estimate of source location.
To test how the BG source image is affected by the size of \( W \), we repeat the BG imaging of the point source that was shown in Figure 4.2c but with larger sizes of \( W \). Figures 4.2m and n show the BG images obtained by these experiments wherein the radius of \( W \) is chosen to be 120 m and 180 m, respectively. It is evident by these tests that source image obtained by BG depends on the size of \( W \). More tests like the ones shown above indicate that the best focusing results are obtained when the radius of the circular window defining \( W \) is about two to three times the dominant wavelength in the experiment.

To see the reason for the dependence of the BG source image on the size of \( W \), recall from section 4.2 that the size of the optimization area defines the dimension of the model space. Also recall that the solution provided by the BG method is the simplest model that could explain the data, which is one solution within \( W \) with minimum \( L_2 \)-norm among infinitely many possible solutions in the model space. This means that the definition of the minimum norm solution changes with the change in the size of \( W \). Apart from this, since the resolution matrix \( R \) is defined over \( W \), the requirement to optimize the resolution matrix in BG (see equation 4.6) alters with the change in the size of \( W \). It is therefore not surprising that changing the size of \( W \) should alter the solution obtained by the BG method.

### 4.3.3 Noise

In deriving the solution of the BG method in section 4.2, we assumed the data to be noise free. Real data, however, is always contaminated with noise. Therefore, we must account for noise and study the effect of noise on the source-imaging process. In the presence of noise, equation 4.3 must be modified as

\[
d = G \mathbf{m} + \eta,
\]

where \( \eta \) denotes the noise vector. Similarly equation 4.5 changes to

\[
\mathbf{m} = G^{-g} G \mathbf{m} + G^{-g} \eta,
\]

which can be written using the expression for \( G^{-g} \) given by equation 4.7 as
\[ \hat{m} = G^\dagger (GG^\dagger)^{-1} G \ m + G^\dagger (GG^\dagger)^{-1} \eta. \] (4.18)

Equation 4.18 has two terms. The first term describes the filtering of the true model \( m \) with the resolution kernel (blurring) and the second term describes the mapping of noise from data to the estimated model (error propagation). Note that inverse of the matrix \( GG^\dagger \) is present in both blurring and error propagation terms. We have so far implicitly assumed that the source estimation problem is purely under-determined, implying that \( GG^\dagger \) is invertible. However, it is possible that the problem is mixed-determined meaning that \( GG^\dagger \) is not invertible and the problem is ill-posed. Even if \((GG^\dagger)^{-1}\) exists, it could be nearly singular so that the problem is ill-conditioned. The second term in Equation 4.18 clearly shows that the poor condition of \( GG^\dagger \) causes magnification of error in the estimated model. To avoid error magnification, the ill-conditioned problem can be regularized using common techniques such as truncated singular value decomposition (TSVD), damped SVD, or weighted least squares. In general, more aggressive regularization leads to more effective noise suppression. However, one must remember that there is a trade-off between resolution and noise suppression (Aster et al., 2013). Regardless of the method chosen for regularization, the covariance of the estimated model is related to the data covariance matrix as

\[ \text{Cov}(\hat{m}) = \tilde{G}^{-g} \text{Cov}(d) \tilde{G}^{-gT}, \] (4.19)

where \( \tilde{G}^{-g} \) denotes the regularized version of \( G^{-g} \).

To see how the presence of noise in data can affect the BG method, we contaminated the simulated data with uncorrelated band-limited Gaussian random noise with the same bandwidth as data and with signal to noise ratio of 2. We then used the BG method (with true velocity) to image the source using this noisy data. The P-wave source image obtained by this experiment is shown in Figure 4.2o. Finally, we repeat this experiment with stronger noise with signal-to-noise ratio of 1. The P-wave source image obtained by this experiment is shown in Figure 4.2p. These experiments show that the BG method, if properly regularized,
can tolerate the presence of noise in data. To obtain the images in Figures 4.2o and p, we regularized the BG inverse problem using TSVD. Other regularization techniques such as damped singular value decomposition yield similar results.

4.3.4 Resolution

The model resolution matrix $R_{BG}$ in equation 4.9 can be regarded as an averaging kernel that relates the true model $m$ to the estimated model $\hat{m}_{BG}$. Note that the resolution matrix $R_{BG}$, given by equation 4.8, does not depend on the data and is completely determined by $G$ which in turn depends on the earth model and the source-receiver configuration of the experiment. In fact, the structure of $R_{BG}$ and how closely it resembles the identity matrix contains all the information needed to study the resolution in a given experiment. Therefore, it can be studied before actually performing the experiment and used as a tool in the designing phase of a source-imaging experiment. In practice, where the size of the model space $m$ is large, computing all $m \times m$ elements of the model resolution matrix $R_{BG}$ could become intractable. To find a practical solution to this problem, we note that each row of $R_{BG}$ corresponds to one model parameter. It is usually sufficient to compute a few rows of the model resolution matrix corresponding to model parameters at strategically chosen locations within the model volume (Menke, 2012). Now the question is how can a specific row of $R_{BG}$ be computed.

It can be shown that the $k^{th}$ row of the model resolution matrix solves the inverse problem for synthetic data $d^{(k)}$ corresponding to a specific model parameter vector $m^{(k)}$, one that is zero except for its $k$th element, which is unity (that is, a unit spike at row $k$). This suggests that the $k^{th}$ row of $R_{BG}$ can be interpreted and computed as the impulse response of the BG method due to an impulsive source located at the corresponding $k^{th}$ element of the model (Menke, 2012). This is exactly what we have done so far in our numerical tests. For example, Figure 4.2c is the image of a spatially impulsive point source. It therefore, can be regarded as the spatial impulse response of the BG method and interpreted as one row of the model resolution matrix that corresponds to the model parameters associated with the position of
Figure 4.3: Resolution test for the linear receiver geometry. Panel (a) shows the configuration of the receivers (the diamonds) and the trial source locations (9 white dots). Panel (b) contains 9 images which are impulse responses for 9 BG source-imaging experiments, imaging point sources at the white dots shown in panel (a). Panel (c) contains 9 images which are impulse responses for 9 TR source-imaging experiments, imaging point sources at the white dots shown in panel (a).
Figure 4.4: Resolution test for the scattered receiver geometry. Panel (a) shows the configuration of the receivers (the diamonds) and the trial source locations (9 white dots). Panel (b) contains 9 images which are impulse responses for 9 BG source-imaging experiments, imaging point sources at the white dots shown in panel (a). Panel (c) contains 9 images which are impulse responses for 9 TR source-imaging experiments, imaging point sources at the white dots shown in panel (a).
the white dot in Figure 4.1.

To demonstrate the advantages of studying the resolution of a source-imaging experiment with a given earth model and source-receiver configuration, we compute the BG and TR images associated with point sources at the 9 locations depicted by the white dots in Figure 4.3a. The BG impulse responses and the corresponding TR impulse responses are shown in Figures 4.3b and c, respectively. Each of the 9 images shown in Figure 4.3b or c could be construed as one row of the resolution matrix associated with the corresponding source location in the model. As illustrated by these images, the resolution in both BG and TR source-imaging experiments varies with location of the source and the way it is situated relative to the receivers and the reflecting interfaces in the earth model. Comparing Figures 4.3b and c shows that the resolution achievable by the BG method is generally higher than that for TR. The noticeable improvement of the BG resolution compared to the TR resolution, e.g. in locations 1, 2, 4, and 5, is the result of augmentation of the illumination angles by the reflectors in the velocity model, but even below the lowest reflector the BG images are more localized that the TR images.

We next repeat the above resolution test for the receiver geometry shown in Figure 4.4a. The BG impulse responses and the corresponding TR impulse responses obtained in this experiment are shown in Figures 4.4b and c, respectively. Both BG and TR methods yield better resolved images in this experiment compared to the images in Figure 4.3. However, the improvement of resolution in the BG images over TR images in Figure 4.4 is not as obvious as in Figure 4.3. This is because larger aperture of the receiver array in Figure 4.4a leads to a more adequate sampling of the wavefield and a better illumination for all 9 source locations. Because of this better illumination, TR can be more effective with the scattered receiver geometry in Figure 4.4a compared to the linear receiver geometry in Figure 4.3a.

Apart from the geometry and configuration of the experiment, the ability to properly image a source could also depend on the source itself and the way it radiates energy. To illustrate this point, let us go back to the configuration shown in Figure 4.3a and repeat the
Figure 4.5: Imaging of a double-couple source with different orientations. The orientation of the source is specified by the angle $\theta$ measured relative to horizontal. The receiver geometry is the same as that shown in Figure 4.3a and the source is at location 4. Top panel: The first row in the top panel shows the divergence of the BG-optimized wavefield at the time of focus (the P-wave image) for different orientations of the double-couple source. The second row in the top panel depicts the true P-wave image of the double-couple source with different orientations of the source. Bottom panel: The first row in the bottom panel shows the curl of the BG-optimized wavefield at the time of focus (the S-wave image) for different orientations of the double-couple source. The second row in the bottom panel depicts the true S-wave image of the double-couple source with different orientations of the source.
source-imaging experiment for a double-couple point source at source position 4. We start by a horizontal double-couple source with \( \theta = 0 \), where \( \theta \) defines the orientation angle of the source slip measured with respect to horizontal. After imaging the double-couple source, we rotate its orientation by 15 degrees clockwise and image it again. We repeat this for \( \theta = 0^\circ, 15^\circ, 30^\circ, 45^\circ, 60^\circ, 75^\circ, \) and \( 90^\circ \). The BG images obtained by this process are shown in Figure 4.5. The top panel in Figure 4.5 shows the divergence (P-wave) and the bottom panel shows the curl (S-wave) of the back propagated displacement wavefield at the time of focus. The first row in each panel shows the images produced by the BG method. The second row depicts the true images of the source and are included as reference. By true image, we mean the ideal P- or S-wave image of the source obtained by a complete aperture TR experiment.

Consider the BG images in the divergence panel (top panel). At \( \theta = 0^\circ \) the four-lobe P-wave radiation pattern of the source is clearly resolved. The quality of the P-wave image, however, degrades as \( \theta \) increases to \( 45^\circ \) and then it improves again from \( \theta = 45^\circ \) to \( \theta = 90^\circ \). Now, consider the BG images in the curl panel (bottom panel). The quality of the S-wave image is poor initially at \( \theta = 0^\circ \). It then improves as theta increases to \( 45^\circ \), and degrades again from \( \theta = 45^\circ \) to \( \theta = 90^\circ \). This behaviour is easy to explain. The BG method can produced a well resolved P- or S-wave image of the source only if the receivers record the corresponding energy radiated by the source. For example, at \( \theta = 0^\circ \), the source strongly radiates P-waves towards the receivers (see the geometry of receivers relative to source point 4 in the configuration of the experiment shown in Figure 4.3a). The opposite of this situation is true for the S-wave as the source radiates almost no S-wave towards the receivers at \( \theta = 0^\circ \). As a result, the P-wave image of the source is well resolved at \( \theta = 0^\circ \) while the quality of the S-wave image is poor. Note that in this 2D example, regardless of the orientation of the source, the receivers record enough body-wave energy (P- or S- type) so the source mechanism and its orientations can be inferred from either P- or S-wave image or both. In a 3D experiment, however, a double-couple source could be oriented in such a way that it radiates no body waves towards the receivers. (For instance, consider a case where the
receivers are situated along the null axis of the body wave radiation pattern of a double-couple source.) More precisely, if the true source \( \mathbf{m} \) in equation 4.3 has components in the null space of the data kernel \( \mathbf{G} \), such null space components will not be sensed in the data and therefore it can not be recovered by the inversion process.

The tests shown in this section are all 2D examples. Seismic source imaging in 3D is more challenging because adequate sampling of the source wavefield is much harder in 3D than it is in 2D. In addition, compared to 2D, numerical modeling of 3D wave propagation requires more computing resources. One way to deal with these problems is to image the seismic source using only the surface waves. As opposed to body waves, surface waves essentially propagate in 2D. Therefore, a 3D source-imaging experiment that just uses surface waves can be treated as a 2D problem (e.g., Larmat et al., 2006). For proper imaging of deep earthquakes, however, it might be necessary to use body waves.

4.4 Conclusion

Seismic source imaging is a linear inverse problem and, therefore, it can be studied and analyzed using the tools of the linear inverse theory. We formulated source imaging as an under-determined inverse problem. One way to find a unique solution for this under-determine problem is through the method of Backus and Gilbert which works based on the optimization of the model resolution kernel for a given problem. We showed that the solution provided by the BG method is indeed the minimum \( L_2 \)-norm solution to the inverse problem which is the smallest (in the \( L_2 \)-norm sense) among all possible solutions that can explain the data.

In the second part of the paper, we analyzed the sensitivity of the BG method to errors in parameters such as the earth model used by the method for modeling wave propagation and the size of the optimization area. We also studied the effects of noise in data on the BG image and showed that if properly regularized, the Backus-Gilbert method can tolerate the presence of noise in data with \( S/N \geq 1 \). Studying the model resolution matrix can shed light on the possibilities and limitations of a given receiver geometry. It therefore can be a
useful tool in the designing phase of a source-imaging experiment.
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CHAPTER 5
TENSOR-GUIDED FITTING OF SUBDUCTION SLAB DEPTHS

A paper published in the Bulletin of Seismological Society of America

Farhad Bazargani\(^1\), Dave Hale\(^1\), and Gavin Hayes\(^2\)

5.1 Abstract

Geophysical measurements are often acquired at scattered locations in space. Therefore, interpolating or fitting the sparsely sampled data as a uniform function of space (a procedure commonly known as gridding) is a ubiquitous problem in geophysics. Most gridding methods require a model of spatial correlation for data. This spatial correlation model can often be inferred from some sort of secondary information which may also be sparsely sampled in space. In this paper, we present a new method to model the geometry of a subducting slab where we use a data-fitting approach to address the problem. Earthquakes and active-source seismic surveys provide estimates of depths of subducting slabs, but only at scattered locations. In addition to estimates of depths from earthquake locations, focal mechanisms of subduction zone earthquakes also provide estimates of the strikes of the subducting slab on which they occur. We use these spatially sparse strike samples and the Earth’s curved surface geometry to infer a model for spatial correlation that guides a blended neighbor interpolation of slab depths. We then modify the interpolation method to account for the uncertainties associated with the depth estimates.

5.2 Introduction

The measurements used as data in geophysical studies are usually sparsely sampled and only available at scattered locations in space. However, mathematical tools used to process geophysical data usually require them to be uniformly sampled in space. Therefore, an
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early step in many real problems in geophysics involves resampling of spatially scattered measurements onto a uniformly sampled grid. This step, commonly known as gridding, requires interpolation of the scattered data.

Numerous gridding methods have been introduced. Among the more popular ones are radial basis function methods (e.g., thin-plate splines (Briggs, 1974) and Green function based interpolation (Wessel, 2009)), partial differential equations methods (e.g., harmonic and biharmonic interpolation (Gáspár, 1999)), and natural neighbor interpolation.

Most interpolation methods require, either explicitly or implicitly, a model of spatial correlation for the primary data to be interpolated. In problems encountered in geosciences, usually some sort of secondary information is available that implies a model of spatial correlation that is both anisotropic and spatially varying.

Some methods for interpolation do not permit spatially varying models of spatial correlation. For example, kriging methods in geostatistics (Isaaks and Srivastava, 1989) do not easily allow for nonstationary anisotropic correlation models (Boisvert et al., 2009). In particular, covariance functions commonly used in kriging are not guaranteed to remain valid (positive definite) when used with non-Euclidean distance measures (Curriero, 2006).

A new method called blended neighbor interpolation was designed by Hale (2009) for the specific purpose of permitting the use of spatially varying models of spatial correlation. In this method, the spatial correlation model is defined and characterized by a metric tensor field that provides a measure of distance that need not be Euclidean. Hale (2009, 2010) shows examples where the metric tensor fields are derived from uniformly sampled seismic images. In other situations, it may be possible to construct the metric tensor field from other types of secondary data which are sparsely sampled at scattered locations.

In this paper, we consider the problem of constraining the geometry of a subducting interface as an instance of the general gridding problem described above. While we explain our gridding method to model the geometry of the slab, we also demonstrate a practical method for constructing a spatial correlation model for interpolation using sparsely sampled
Accurate knowledge of the geometry of the interface of a subducting slab has important applications in a variety of seismological analyses such as tsunami modeling and propagation (Wang and He, 2008), seismic hazard assessment, tectonic modeling and plate reconstruction, and earthquake source inversions (Hayes and Wald, 2009). Several previous studies have attempted to model the slab geometry in subduction zones, particularly in deeper regions below the seismogenic zone. For example, Syracuse and Abers (2006), produced hand-drawn contours to match general Wadati-Benioff Zone structure beneath volcanic arcs; others have produced more generalized multi-regional (Bevis and Isacks, 1984) and global (Gudmundsson and Sambridge, 1998; Hayes et al., 2012) models. High resolution receiver function images can resolve the subducting plates and provide local information (near receiver function stations) about the subducting slabs and upper mantle discontinuities (Kawakatsu et al., 2009; Tonegawa et al., 2005; Phillips et al., 2012).

One way of acquiring information about the geometry of a subduction interface is through studying the locations and source mechanisms of the earthquakes that occur on or within the subducting slab. However, earthquakes associated with the subduction process are unevenly distributed. The spatial distribution of such earthquakes is dense in seismogenic sections of the subduction zone and sparse in other areas where seismicity rates are low or nonexistent. For example, shallow sections of subducting slabs (above 10 km) are mostly aseismic (Hyn- dman et al., 1997). In such areas, in the absence of earthquakes, estimates of slab depths derived from active-source seismic or bathymetry surveys can facilitate the construction of a more accurate subduction geometry model.

Even after combining earthquake data with bathymetry and active-source seismic surveys, slab depths are sampled at only scattered locations. To construct a useful 3D model of the slab interface, we must interpolate these scattered depths. The primary data to be interpolated here consist of a sparse set of depth samples that provide information about the geometry of a subducting slab interface. Our secondary information, also available at
sparse and scattered locations, consists of estimates of slab strikes inferred from the source mechanism of earthquakes that occur on the subducting slab interface. The objective is to interpolate the primary data to obtain the slab depth as a uniformly sampled function of space. We show in detail how a metric tensor field, representing the spatial correlation model, can be constructed using the strike information. We then use this metric tensor field in the blended neighbor method to guide the interpolation of slab depths.

Two additional aspects of the subducting slab dataset make it a particularly good choice for this study. First, the data samples are collected over a large portion of the Earth’s surface. For such data the distances between samples are non-Euclidean and must be computed along the curved surface of the Earth. We show that the metric tensor field which we construct and use in our method naturally accounts for the difference between Cartesian and spherical coordinates.

Second, our dataset also includes estimates of uncertainties associated with depth data. Therefore our gridding process must be capable of properly (in a statistical sense) accounting for such data uncertainties. In other words, where significant uncertainty exists, we wish for our model to be smooth so that it honors the bounds provided by the estimates of uncertainty rather than exactly matching each data point. We show that the blended neighbor interpolation method (with a slight modification) is capable of accounting for data uncertainties. This is achieved by altering the smoothness of the blended neighbor interpolation solution such that the error in depths predicted by the resulting fitting solution (at the location of the data points) is statistically consistent with the given data uncertainties.

In the remaining sections of this paper, we first describe the steps to compute a metric tensor field using the scattered strike estimates and then use this tensor field to guide the interpolation of slab depths. Next, we explain the cross-validation method used in the process of computing the metric tensor field. We then provide the details of our statistical approach for modifying the interpolation process to incorporate data uncertainties. Finally, we show and discuss the results of this study.
5.3 The metric tensor field

The methodology described in this paper relies on the blended neighbor interpolation method developed by Hale (2009). As shown in Appendix E, this method consists of two steps, where each step requires a metric tensor field $D(x)$ that defines a measure of distance, or equivalently, a model of spatial correlation.

In interpolating subducting slab depths, primary data to be interpolated are estimated slab depths; secondary data, from which we derive the metric tensor field, are estimated slab strikes. The slab depths and strikes are inferred from measurements acquired on the curved surface of the Earth and are expressed as a function of longitude and latitude. Therefore, any metric tensor field that we use to guide the interpolation of depths must account for this curvature.

The tensor field required to guide a blended neighbor interpolation of depths is constructed in two steps. First, we ignore the curvature of the Earth and, using estimated strike directions and dip angles, we define a metric tensor field in an infinitesimal plane tangent to the Earth’s surface, where we can assume a flat geometry. We call this metric tensor field the strike tensor field. Next, we modify the strike tensor field to account for the curvature of the Earth.

5.3.1 Strike tensor field

To construct the strike tensor field we use the fact that the slab depths should be most highly correlated in the slab strike directions; the spatial correlation of the slab depths is lowest in the slab dip direction (perpendicular to the strike direction). This fact follows intuitively (Figure 5.1) from the definitions of the strike and dip directions for a dipping plane. Put another way, the dipping structure of the slab results in an anisotropic model of spatial correlation for the slab depths and this anisotropy is proportional to the dip angle or slope of the slab.
Figure 5.1: Depths are most highly correlated in the strike direction of the slab. Point D is located somewhere between points A and B in the slab strike direction. In this configuration, although D' is closer to C', the depth at D' is more similar to the depth at A' and B' than it is to the depth at C'. \( \gamma \) denotes the strike angle defined as the azimuth of the strike measured relative to geographic north \( N \). Dip is perpendicular to the strike direction. \( \delta \) denotes the dip angle measured relative to horizontal.

The metric tensor \( \mathbf{D} \) in eikonal equation E.3 is a \( 2 \times 2 \) symmetric and positive definite matrix (Hale, 2009) with two orthonormal eigenvectors \( \mathbf{s} \) and \( \mathbf{d} \) and corresponding to positive and real eigenvalues \( \lambda_s \) and \( \lambda_d \). \( \mathbf{D} \) can be graphically represented by an ellipse elongated in the direction of the eigenvector corresponding to the maximum eigenvalue and with axes proportional to the square roots of eigenvalues (Hale, 2011). In general, for a tensor field that represents an anisotropic model of correlation, these two eigenvalues are not equal. Here we assume \( 0 < \lambda_d \leq \lambda_s \).

We define the Earth’s surface parametrically by a mapping from 2D longitude-latitude coordinates \( \mathbf{u} \) to 3D Cartesian coordinates \( \mathbf{x}(\mathbf{u}) : U \subset \mathbb{R}^2 \to X \subset \mathbb{R}^3 \), and interpolate slab
depths in the 2D space \( U \). In this space each location \( u \) is specified by longitude \( \phi \) and latitude \( \theta \). In the parametric space \( U \in \mathbb{R}^2 \), the desired strike tensor field \( D(u) \) must be designed so that non-Euclidean distances to samples in the strike direction are shorter; such samples therefore get more weight in the interpolation. This design can be achieved by pointing eigenvector \( s \) in the slab strike direction and eigenvector \( d \) in the slab dip direction (perpendicular to strike), i.e.,

\[
\begin{align*}
    s(u) &= \begin{bmatrix} \cos \gamma(u) \\ \sin \gamma(u) \end{bmatrix} \quad \text{and} \quad d(u) = \begin{bmatrix} -\sin \gamma(u) \\ \cos \gamma(u) \end{bmatrix},
\end{align*}
\]

where \( \gamma(u) \) represents the estimated strike angle of the slab (the angle between the estimated strike direction and geographic north) at location \( u \) on the Earth’s surface.

Now we use eigen-decomposition to construct tensor \( D \) as

\[
D = \lambda_s s s^T + \lambda_d d d^T, \tag{5.2}
\]

where \( s \) and \( d \) are the eigenvectors defined in equation 5.1, and \( \lambda_s \) and \( \lambda_d \) are their respective eigenvalues. For the strike tensor field \( D \), what matters is the ratio of the eigenvalues (the aspect ratio of the tensor ellipse) and not their actual sizes. Thus, in equation 5.2, we normalize the eigenvalues so that \( \lambda_s(u) = 1 \) and \( 0 < \lambda_d \leq 1 \). We let

\[
\lambda_d(u) = \frac{1}{1 + \eta \tan^2 \delta(u)}, \tag{5.3}
\]

where \( \delta(u) \) is the slab dip angle at location \( u \) and \( \eta \) is a non-negative real parameter with a value that will be determined later in this paper using a 1D line search and cross-validation. Note that with \( \lambda_s = 1 \) the aspect ratio (eccentricity) of the tensor-field ellipses is determined by \( \lambda_d \). Therefore, using larger values for \( \eta \) amounts to increasing the eccentricity of these ellipses and hence the degree of anisotropy in our model for spatial correlation of slab depths at locations where \( \tan(\delta) \), the slope of the slab, is nonzero.
5.3.2 Accounting for curvature of the Earth

The geodesic distance between two points on a non-planar surface is non-Euclidean. This distance can be calculated by solving an eikonal equation written in the parametric space in which the curved surface is defined (Weber et al., 2008).

In interpolation of subducting slab depths, distances are non-Euclidean because of anisotropy in the model for spatial correlation of depths (inferred from estimated strike directions and the dip angles) and also because of the curvature of the Earth’s surface. Therefore, to correctly specify the non-Euclidean measure of distance, the desired metric tensor field must account for a combined effect of slab strikes and curvature of the Earth. Hale (2011) studied tensor-guided interpolation of scattered data on arbitrary non-planar surfaces and provided a general recipe for construction of a tensor field needed for guiding such an interpolation. Here, we will reproduce some of the relevant results presented in Hale (2011) and show the steps of implementing them for addressing the specific problem at hand.

If we approximate the shape of the Earth by a sphere of radius \( R \), then using the notation of Hale (2011), the gradient operator in spherical coordinates and on the surface of the Earth can be written as

\[
\nabla = F^{-T} \nabla_u, \tag{5.4}
\]

where \( F^{-T} \) denotes the inverse of the transpose of

\[
F = \begin{bmatrix} R \cos \theta & 0 \\ 0 & R \end{bmatrix}, \tag{5.5}
\]

and \( \nabla_u \) is defined by

\[
\nabla_u = \begin{bmatrix} \frac{\partial}{\partial \phi} \\ \frac{\partial}{\partial \theta} \end{bmatrix}. \tag{5.6}
\]

Here, \( \phi \) and \( \theta \) represent longitude and latitude and \( \nabla_u \) denotes the gradient operator in the parametric longitude-latitude space \( U \in \mathbb{R}^2 \) defined earlier. Replacing the gradient operator
In eikonal equation E.3 with the right hand side of equation 5.4, we can write the eikonal equation in the parametric space $U$ as

$$\nabla_u t^T \mathbf{F}^{-1} \mathbf{D} \mathbf{F}^{-T} \nabla_u t = 1. \tag{5.7}$$

In this equation, $\mathbf{D}$ is the strike tensor field defined in equation 5.2.

In eikonal equation E.3, matrix $\mathbf{D}$, sandwiched between the two gradient operators, is the metric tensor. Similarly, in eikonal equation 5.7, matrix $\mathbf{D}_u$, defined as

$$\mathbf{D}_u = \mathbf{F}^{-1} \mathbf{D} \mathbf{F}^{-T}, \tag{5.8}$$

is sandwiched between two gradients and therefore can be regarded as the metric tensor in the parametric space $U$. Using $\mathbf{D}_u$, we can write equation 5.7 entirely in the parametric space $U$ as

$$\nabla u t(u) \cdot \mathbf{D}_u(u) \cdot \nabla u t(u) = 1. \tag{5.9}$$

This equation is mathematically similar to equation E.3 in every aspect except that it is expressed in the longitude-latitude parametric space $U$. This means that the tensor field $\mathbf{D}_u$ naturally accounts for the difference between Cartesian and spherical coordinates. The software used to solve the blended neighbor equations is the same for both coordinate systems.

### 5.4 Interpolating slab depths

Primary data used in this study are scattered estimates of depth of the subducting slab in South America (Figure 5.2a). Each depth estimate is considered to be a random variable with an associated uncertainty (Figure 5.2b). This dataset is the same data used in Hayes et al. (2012) to produce a 3D model for the subduction interface in South America (see the section on results and discussion). Following Hayes and Wald (2009), we assume a normal vertical probability density function (pdf) for depth errors. For earthquake data, the half-
Figure 5.2: Scattered depth estimates and uncertainties. Scattered estimates of subducting slab depths (a) and estimates of uncertainties (b) specified as the standard deviation of the errors associated with depth data. The solid black line represents the west coast of South America. The data points depicted here have been gridded according to the procedure described in the text and consist of 2675 earthquake source locations, 344 measurements from active-source seismic surveys (data points along linear tracks perpendicular to the coastline), and 2057 measurements from bathymetry surveys (data forming a stripe, parallel to the coastline).
width (standard deviation $\sigma$) of the normal pdf is chosen based on the location uncertainty reported in the earthquake catalog from which the data were extracted. For active seismic and bathymetry data, the pdf half-width $\sigma$ is based on an assumed uncertainty related to time-to-depth conversion or estimates of sediment thickness (Hayes et al., 2012).

Secondary data consist of scattered estimates of the strike direction of the slab (Figure 5.3a). The strike data are taken (Hayes and Wald, 2009) from best-fitting double couples of CMT solutions when available (using the gCMT catalog, www.globalcmt.org).

5.4.1 Initial gridding

As a first step, we use a uniform rectangular mesh with grid cells of size $0.1^\circ \times 0.1^\circ$ to grid the depth and strike data separately. The value assigned to each grid cell containing bathymetry, active-source seismic, or strike data is the average of all sample values contained in the cell. No values are assigned to the grid cells that contain no strike or depth data.

The depth value and the uncertainty assigned to a grid cell that contains more than one earthquake sample are computed according to the weighted averaging scheme described in Appendix F. This is because the uncertainties associated with earthquake depths are variable and uncorrelated. Using this weighted averaging scheme ensures that more certain depth estimates are given more weight in the averaging process than less certain estimates.

Figure 5.2a shows the location and values (depicted as colors) of the 5076 depth samples after gridding, and Figure 5.2b shows the uncertainties associated with these samples on a longitude-latitude map. The locations and values of the 458 gridded strike samples are depicted in Figure 5.3a. The colors represent the estimates of the strike angle $\gamma$ of the slab measured relative to geographic north.

5.4.2 Interpolation of the strikes

To define the metric tensor field $\mathbf{D}$ using equations 5.1 and 5.2, we need the value of the strike angle $\gamma(\mathbf{u})$ at each grid point. Therefore, we must first interpolate the scattered strikes.
Figure 5.3: Interpolation of strikes. Scattered strike data (a) are interpolated on the curved surface of the Earth to construct a uniformly sampled strike field (b). The strike field shown in (c) is the result of the 40th iteration of interpolating the scattered strikes guided along the slab dip direction. White ellipses in (b) represent the tensor field $\mathbf{G}$ that was used to guide the interpolation on the curved surface of the Earth. These ellipses are elongated as they account for the curvature of the Earth’s surface when projected onto an equi-rectangular longitude-latitude coordinate system. The white ellipses in (c) are elongated in the slab dip direction and are used to guide the interpolation of strikes in the dip direction.
Strike data are only available in the region near the coastline (Figure 5.3a). This makes it more difficult to produce accurate estimates of the strike angles for deeper parts of the slab away from the coast. However, the strikes of the slab are most highly correlated in the dip direction (perpendicular to the strike direction). This follows from the definition of strike and dip for a dipping plane (Figure 5.1). Therefore, to obtain more accurate estimates of the strike angles, we guide the interpolation of the scattered strikes in the dip direction using an iterative scheme which consists of three steps:

(i) Interpolate the strikes using tensor-guided interpolation with a metric tensor field that accounts for only the curved geometry of the Earth’s surface. In this case, the non-Euclidean distances are simply geodesic. Therefore, we can use $D = I$ in equation 5.8 to construct a metric tensor field $G$ defined as

$$G = F^{-1}F^{-T}. \tag{5.10}$$

Figure 5.3b shows the result of the interpolation of scattered slab strikes as a uniformly sampled strike field $\gamma_g(u)$. The tensor field $G$ used to guide this interpolation is represented by the white ellipses.

(ii) Compute a dip direction field $\gamma_d(u)$ using the strike field $\gamma_g(u)$ as

$$\gamma_d(u) = \gamma_g(u) + 90^\circ \tag{5.11}$$

because the dip direction is perpendicular to the strike direction.

(iii) Construct a tensor field (white ellipses in Figure 5.3c) based on $\gamma_d(u)$ and use it to guide a new interpolation of scattered strikes in the dip direction. The result is a new strike field we call $\gamma(u)$.

This is the end of the first iteration. A new iteration starts by going back to step (ii) but this time, instead of $\gamma_g(u)$ in equation 5.11, we use $\gamma(u)$ obtained in the previous iteration. This process converges (after 40 iterations) to the strike field shown in Figure 5.3c.
Figure 5.4: Two interpolations of slab depths. A strike-ignorant interpolation (a) of slab depths on the Earth’s surface, in which the metric tensor field used to guide the interpolation of depths accounts for only the difference between Euclidean and geodesic distance and a strike-guided interpolation (b) in which the metric tensor field also accounts for estimated strike directions. Ellipses represent the metric tensor fields.
5.4.3 Interpolation of the depths

With the strike field $\gamma(u)$ obtained above, we can now define the strike tensor field $D$ according to equations 5.2 and 5.3. Next, to account for the curvature of the Earth’s surface, we modify $D$ according to equation 5.8.

At this point we have all the components needed to perform a blended neighbor interpolation of slab depths on the surface of the Earth. Figure 5.4 shows the results of two blended neighbor interpolations of slab depths guided by two different tensor fields. In Figure 5.4a, the tensor field $G$ used to guide the interpolation (shown as white ellipses) accounts for only the curvature of the Earth’s surface. In Figure 5.4b, the tensor field $D_u$ used to guide the interpolation (shown as white ellipses) accounts for both that curvature and the strike directions.

5.5 Cross-validation

The solution to any interpolation problem is non-unique and depends on the method used for interpolation; the interpolants shown in Figure 5.4 are just two solutions among infinitely many. These solutions were both obtained using the blended neighbor interpolation method. However the metric tensor fields used to guide the interpolations were different.

A possible criterion for assessing the results of an interpolation method is to analyze the accuracy of its predictions. We use a 10-fold cross-validation technique (Kohavi et al., 1995) to find an optimal value for the parameter $\eta$ in equation 5.3.

In 10-fold cross-validation, input samples are randomly partitioned into 10 mutually exclusive subsets (the folds) of approximately equal size (Kohavi et al., 1995). Subsequently 10 iterations of interpolation and validation are performed such that within each iteration a different subset of samples is held out for validation and the union of the remaining 9 subsets (the training set) is used for interpolation.

The validation process involves computing the numerical difference between interpolated values and test-set sample values normalized by the estimates of uncertainty (standard de-
viation of error) associated with the samples. Based on this normalized difference, a dimensionless error is assigned to each sample in the test set. Therefore, after 10 iterations, a cross-validation error is assigned to all data samples. The accuracy of the interpolation method can then be assessed by analyzing these cross-validation errors. Here, we compute the root mean square (rms) of the normalized errors and use it as a measure of accuracy of an interpolation method.

![Cross-validation results. Cross-validation root mean square (rms) normalized error computed for the strike-guided interpolant as a function of $\eta$. The normalization involves dividing the cross-validation error at each data point by the estimate of the uncertainty (standard deviation) associated with that point. The rms error curve has a minimum of 2.82 at $\eta = 92$ denoted by the cross. The area within the ellipse is magnified in the subfigure to show the location of the minimum. The value of the rms normalized error at $\eta = 0$ corresponding to the strike-ignorant interpolation is 6.34.](image)

Now, we explain how to use cross-validation to find an optimal value for $\eta$ in equation 5.3. The idea is to construct different tensor fields using different values for $\eta$, and compute a separate tensor-guided interpolant using each of these tensor fields. We then compute a cross-validation rms normalized error for each of these tensor-guided interpolants. The optimum
value for $\eta$ is the one corresponding to the interpolant with minimum cross-validation rms normalized error.

One difficulty with this approach is that equation 5.3 requires knowledge of dip angles of the slab. To compute the dip angles, we smooth the strike ignorant interpolant of Figure 5.4 in order to obtain an approximate initial slab model $q_i(u)$. Although inaccurate, this initial model is good enough for the purpose of approximating dip angles as

$$\delta(u) \approx \tan^{-1} \|\nabla q_i(u)\|. \quad (5.12)$$

Substituting this approximation into equation 5.3 yields

$$\lambda_d(u) = \frac{1}{1 + \eta \|\nabla q_i(u)\|^2}, \quad (5.13)$$

which is more straightforward to implement than equation 5.3.

Figure 5.5 summarizes the results of the cross-validation process used to determine the best choice for parameter $\eta$. The black curve shows the cross-validation rms normalized error as a function of $\eta$. The most accurate strike-guided interpolant (the one with the minimum cross-validation rms error) is obtained for $\eta = 92$.

For a quantitative comparison of the strike-ignorant and strike-guided interpolants shown in Figure 5.4, we contrast their respective cross-validation rms normalized errors inferred from the black curve in Figure 5.5. The rms normalized cross-validation error for strike-guided interpolation with a tensor field constructed using $\eta = 92$ is approximately 2.82. The same error for the strike-ignorant interpolation guided by a tensor field constructed using $\eta = 0$ is more than three times larger, i.e., 6.34. The result of tensor-guided interpolation is evidently more accurate.

### 5.6 Accounting for data uncertainties

The interpolant shown in Figure 5.4b matches all scattered input depth samples. This is expected as the interpolation error must be (by definition) zero at the location of input
samples. However, for the reasons explained below, we assume that this interpolant surface does not represent a geophysically reasonable model for the subduction interface, because the surface is not smooth and contains abundant fluctuations. If real, such fluctuations would imply unwarranted bending strains and stresses within the structure of the slab, especially in the shallow parts where the slab is still relatively cold and brittle. Therefore, the fluctuations observed in the interpolated depths are more likely the result of error in depth estimates and do not represent the true geometry of the slab.

To account for errors in data in order to obtain a smoother model for the slab, we modify the tensor-guided scheme presented above such that instead of interpolating the data it results in a fitting solution. For this modification, we utilize the given estimates of data uncertainties and incorporate them in a statistically plausible manner into the modeling procedure.

5.6.1 From interpolation to data fitting

The tensor-guided procedure described so far is based on the blended neighbor interpolation method (summarized in Appendix E). The first step of the blended neighbor method can be interpreted as scattering the values \( f_k \) corresponding to the nearest known sample points \( x_k \) to construct a nearest neighbor interpolant \( p(x) \). The second step of the blended neighbor method can be interpreted as smoothing \( p(x) \) to obtain a blended neighbor interpolant \( q(x) \). The extent of this smoothing at each location \( x \) is proportional to the non-Euclidean distance \( t(x) \) from \( x \) to the nearest known sample (Hale, 2009). This means that at the location of known samples, where \( t(x) = 0 \), no smoothing is applied so the solution to blending equation E.4 is \( q(x) = p(x) \). Hence, the interpolation condition \( q(x_k) = f_k \) is satisfied and the interpolant \( q(x) \) matches all scattered data.

Satisfying the interpolation condition is an implicit requirement of any interpolation method. However, in situations where there is uncertainty associated with data, this condition may not be desirable. In blended neighbor interpolation, the constraint of satisfying the interpolation condition can be relaxed by adding a function \( w(x) \) to the term \( t^2(x) \) in
equation E.4 so that it becomes
\[ q(x) - \frac{1}{2} \nabla \cdot (t^2(x) + w(x))D(x) \cdot \nabla q(x) = p(x). \quad (5.14) \]

This modification implies that the amount of smoothing applied to the nearest neighbor interpolant \( p(x) \) at every location \( x \) (including the locations of known samples \( x_k \)) can be controlled by choosing a proper function \( w(x) \). If \( w(x_k) \neq 0 \) then the solution \( q(x) \) of the equation above no longer matches all the scattered samples. In this case, \( q(x) \) does not interpolate but, rather, fits the scattered data. Therefore, instead of interpolation, we shall refer to the modified scheme described above as tensor-guided fitting.

Different fitting functions can be obtained using different smoothing functions \( w(x) \) in equation 5.14. In practice, we may require a fitting solution that models some real phenomenon. Therefore it is important to choose a \( w(x) \) that results in the desired fitting solution. For example, in modeling the subducting slab geometry, the uncertainties are not the same for different types of data and different locations (Figure 5.2b). The estimates of data uncertainties (variance of the errors) are relatively small for shallow sections of the slab (bathymetry and active-source seismic data) and larger for deeper sections of the slab (earthquake data). Therefore, the smoothing function \( w(x) \) must be designed so that the amount of smoothing applied to the location of each data sample is proportional to specified data uncertainties. One such smoothing function can be defined as
\[ w(x) = s\sigma^2(x), \quad (5.15) \]

where \( s \) is a positive scalar parameter and \( \sigma(x) \) is a smooth model of standard deviation that approximates the actual standard deviation of the error associated with data. This model of standard deviation is shown in Figure 5.6. Using \( w(x) \) defined above in equation 5.14, we obtain
\[ q(x) - \frac{1}{2} \nabla \cdot (t^2(x) + s\sigma^2(x))D(x) \cdot \nabla q(x) = p(x). \]  

(5.16)

Here, parameter \( s \) controls the smoothness of the fitting solution \( q(x) \). Note that tensor-guided interpolation is a special case (with \( s = 0 \)) of the more general tensor-guided fitting (with \( s > 0 \)). The question left to be answered is, how to choose the smoothing parameter \( s \).

Figure 5.6: An approximate smooth model \( \sigma(x) \) of the standard deviation of the error associated with depth data. This model is used to design a spatially varying smoothing function.
5.6.2 Choosing the smoothing parameter

In real problems, constraints often make one fitting solution preferable to other possible solutions. For instance, in constraining the geometry of a subduction slab, a geophysically reasonable model for the slab is expected to be smooth. Nevertheless, such a model must not be so smooth that sampled depths are completely disregarded. Therefore, to obtain an optimum fitting function, we must find a balance between the smoothness of \( q(x) \) and the degree to which it honors the information given by data. Before explaining how to find this balance, we define some new terms.

We define the standardized data error (error in each depth sample value) as

\[
\hat{e}_k = \frac{\mu_k - f_k}{\sigma_k}
\]

where \( k \) is the sample index, \( \mu_k \) is the expected value of slab depth (true depth) at location \( x_k \) of the sample, \( f_k \) is the sample value, and \( \sigma_k \) is the uncertainty or the standard deviation of the error associated with the sample. Both \( \mu_k \) and \( \hat{e}_k \) are unknown quantities.

Recall that each depth sample is assumed to be a random variable with a normal distribution \( N(\mu_k, \sigma_k) \). Therefore, the standardized data error \( \hat{e}_k \) is expected to be a random variable with standard normal distribution. From this, we infer that the collection of all standardized data errors \( \hat{E} \), computed according to equation 5.17, also constitutes a population that is a standard normal distribution, i.e.,

\[
\hat{E} \sim N(0, 1).
\]

Similarly, we define the standardized fitting error (residual) at location \( x_k \) of each sample as

\[
\hat{r}_k = \frac{q(x_k) - f_k}{\sigma_k}
\]
where $k$ is the sample index, $q(x_k)$ is the value of the fitting function at location $x_k$ of the sample, $f_k$ is the sample value, and $\sigma_k$ is the uncertainty or standard deviation of the error associated with the sample.

Our goal is to find a fitting function $q(x)$ that correctly estimates the true slab depths. If this goal is attained for some optimum fitting function $q_{op}(x)$, then we have $q_{op}(x_k) = \mu_k$ and hence, by equations 5.17 and 5.19, $r_k = \epsilon_k$. This implies that, for the desired optimal solution, the collection of all standardized fitting errors $\hat{R}$ will have a standard normal distribution, i.e.,

$$\hat{R}|_{q_{op}(x)} \sim N(0, 1). \quad (5.20)$$

This can be used as a criterion to choose the optimum smoothing parameter $s$ in our data-fitting method. In other words, we can analyze fitting errors associated with the fitting solutions computed using different smoothing parameters, and then choose the one for which $\hat{R} \sim N(0, 1)$ as the optimal smoothing parameter $s$.

Note that our assumption about the normality of the distribution of the fitting errors might not be accurate. Therefore, when assessing the distribution of the fitting errors, it is important to use a robust statistic which is not severely affected by the potential outliers. One such statistic is the interquartile range (IQR). For $N(0, 1)$, the IQR is the range of values from -0.674 to 0.674 containing 50% of the population. Thus, for an optimum fitting solution, half of the standardized fitting errors are expected to lie within the range $[-0.674, 0.674]$.

To find the right smoothing parameter, we start from the interpolation solution (i.e., from $s = 0$) and then gradually increase the smoothness parameter until we reach a point where half of the standardized fitting errors fall within and half fall outside of the IQR for a standardized normal distribution. We choose the smoothing parameter $s$ for which this condition is satisfied to be the optimal fitting parameter and use it to compute the optimum fitting solution.
Figure 5.7: A cross section (a) showing the profiles of three different slab models. The slab model obtained by tensor-guided interpolation (b) is compared with the model obtained by tensor-guided fitting (c) and the same model from Slab1.0 (d) produced by Hayes et al. (2012). Line segment AB shows the geographical location of the vertical cross section shown in (a). The gray crosses in (a) are the orthogonal projection of all data points (the points shown in white in (b), (c), and (d)) that lie within a rectangular window of width 100 km centered on the vertical plane of section AB. The gray dots in (b), (c), and (d) denote the location of scattered data points.
5.7 Results and discussion

The final result of applying our tensor-guided fitting procedure to slab data is shown in Figure 5.7c. Compared to the interpolating model (shown in Figure 5.7b), this fitting model is smoother and is therefore likely to be more geophysically reasonable. The smoothing parameter \( s = 0.56 \), employed in the tensor-guided fitting to produce the model in Figure 5.7c, was chosen using the method described in the previous section.

Figure 5.7d shows the Fitting solution known as Slab1.0 obtained by Hayes et al. (2012). Slab1.0 is a 3D subduction geometry compilation of approximately 85% of the subduction zones worldwide. Hayes and Wald (2009) and Hayes et al. (2012) used estimates of slab strike derived from earthquake source mechanisms, depths of the earthquakes that those mechanisms represent, and a collection of other complementary datasets to constrain the geometry of the subduction interface. Their method fits the data with a 3D non-planar surface interpolating between a series of 2D sections which sample the slab geometry every 10 km along the strike of the subduction zone. Each 2D section is constructed using Hermite splines and consists of two parts: a polynomial fit of order 2 or 3 to shallow data (depth \( \leq 80 \) km) splined with a polynomial fit of order 3 or 4 to intermediate and deep data.

A cross-section profile of Slab1.0 is compared with the tensor-guided fitting and interpolating profiles in Figure 5.7a. In this cross section, the Slab1.0, the tensor-guided fitting, and the tensor-guided interpolating profiles are the blue, red, and green curves, respectively. Compared to the tensor-guided interpolation, the tensor-guided fitting profile is clearly smoother. However, our fitting profile (red) is not as smooth as is the Slab1.0 profile (blue). This is because Hayes et al. (2012) use low-degree polynomial splines to fit the data in 2D sections. Therefore, Slab1.0 solution is forced to be smoother than the tensor-guided fitting result in the cross section shown here. Nevertheless, our model honors the data more precisely than the Slab1.0 model.

The tensor-guided fitting model is generally deeper than the Slab1.0 model and the difference between the two models is in most areas between 0 and 40 km. This difference
is partly due to the fact that, unlike shallow earthquakes, deep earthquakes (depth > 80 km) occur within the slab, not at its interface (Hayes et al., 2009). To account for the occurrence of deep earthquakes within the slab, the method used to produce Slab1.0 involves an extra step of shifting the deep seismicity 10 km horizontally in a direction farther from the trench. These horizontal shifts are somewhat arbitrary (Hayes et al., 2009). The tensor-guided process used to generate the surface shown in Figure 5.7c, however, does not include this extra step to account for the displacement of deep hypocenters relative to the slab interface. In this respect, the surface in Figure 5.7c represents not the slab interface, but the average (most likely) locus of the hypocenter of the subduction-related earthquakes.

If a model describing the average depth of the seismicity beneath the slab interface (e.g., estimates of vertical distance from the slab interface to the hypocenters as a function of longitude and latitude) is available, then it can be used to modify the depths in our tensor-guided fitting surface (Figure 5.7c) in order to obtain a model for the slab interface. The model required for this modification can be inferred, for example, from receiver functions or tomographic studies such as Phillips et al. (2012) and Tonegawa et al. (2005).

Results of numerical tests, not shown here, indicate that tensor-guided fitting closely approximates a linear process with respect to the vertical (depth) coordinate. In other words, the surface obtained by tensor-guided fitting (Figure 5.7c) is nearly a linear function of the slab depths being fitted. Therefore, any modification like that described above can be applied either to scattered depths before fitting, or to a surface (Figure 5.7c) after fitting. Consequently, our tensor-guided fitting process can be applied without regard for such modifications, which will vary depending on which model is chosen for displacements of earthquake hypocenters relative to slab interfaces.

The tensor-guided fitting and interpolating solutions change concavity with their slopes approaching horizontal at the eastern edge of the model (see Figure 5.7a around distance 750-900 km and depth 350-500 km). This is due to the use of a zero-slope boundary condition in solving the system of partial differential equations 5.16.
Figure 5.8: Histogram of the standardized fitting errors $\hat{r}_k$ for the optimal smoothing function computed using smoothing parameter $s = 0.56$. 
Figure 5.8 shows the histogram of standardized fitting errors $\hat{r}_k$ associated with the optimum fitting solution computed using smoothing parameter $s = 0.56$. Note that this histogram does not represent a normal distribution (the long tails of the distribution observed here are not expected for a normal distribution), which suggests that the normal distribution assumed to describe the data errors is not accurate and therefore, this study might benefit from assuming a different type of distribution (e.g., double exponential) for the data and fitting errors. Also, note that the histogram in Figure 5.8 is not centered at 0, which indicates a bias towards positive fitting errors. As explained below, the observed bias is a consequence of the geometry of the problem, and the smoothing applied in our fitting procedure.

The slab geometry is almost horizontal in areas near the coastline. Therefore, the tensors used in the tensor-guided fitting procedure in these areas have low eccentricity (e.g., see the nearly circular ellipses to the left of the coastline in Figure 5.4). One consequence of using these tensors in the smoothing step is that the fitting solution $q(x)$ in the bathymetry area receives contribution from the deeper sections of the slab. Thus, $q(x_k)$ is more likely to overestimate the slab depth at locations $x_k$ of the bathymetry samples. This means that the standardized fitting errors defined in equation 5.19 are more likely to be positive than negative for the bathymetry data. Recall that about 40% of the depth samples in this study are bathymetry data, which are densely clustered near the coastline (Figure 5.2). Therefore, the positive fitting errors statistically outnumber the negative fitting errors and a positive bias in the distribution of errors is created.

5.8 Conclusion

Additional information provided by spatially scattered and sparsely sampled secondary data can be used to guide the interpolation or fitting of spatially scattered primary data.

Through the example of modeling the geometry of a subducting slab interface, we demonstrated the construction of a metric tensor field that defines an anisotropic and spatially varying correlation model for primary data. We showed that this metric tensor field can be readily modified to account for the non-Euclidean distances between data points that are
acquired on the non-planar (spherical) surface of the Earth.

Proper handling of data uncertainties is an important aspect of data-fitting methods. If estimates of uncertainties associated with data are available, they can be easily incorporated into the tensor-guided fitting procedure described in this paper to produce a statistically consistent fit to the scattered data. We used slab data (estimates of depths and uncertainties in depth measurements) to demonstrate the capability of our data-fitting method in handling data uncertainties.

Our method relies on the statistical model that describes errors in data. Therefore, assuming a more accurate statistic model for the data uncertainties would improve the results of our method.

5.9 Data and resources

All data used in this paper came from published sources listed in the references. The software used to produce the results was written in Java with the use of libraries in the Mines Java Toolkit (http://inside.mines.edu/~dhale/jtk/index.html) last accessed September 24 2014.
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CHAPTER 6
SUMMARY

In this thesis, I introduce a new method for optimal imaging of a seismic source in a medium with known properties using an arbitrary receiver array. To work properly, time-reversal-based source-imaging methods require full-aperture receiver arrays that allow adequate sampling of the original source wavefield. When acquisition is incomplete, the ability of the time-reversal (TR) methods to reconstruct the source wavefield and properly image the source is compromised. The Backus-Gilbert (BG) source-imaging method is designed specifically to address this problem by optimally focusing the wavefield onto the source position in an experiment with a given source-receiver configuration.

6.1 General conclusions

The theoretical foundation of the BG method is formulated in Chapter 2, where acoustic wave focusing is cast as an optimization problem in the style of the Backus-Gilbert method in geophysical inverse theory. The new approach presented in Chapter 2 enhances the spatial resolution of the TR focusing process by tailoring the back-projected signals in amplitude and shape to achieve an optimally sharp focus at a desired point in space. The property of source-receiver reciprocity in the acoustic Green function allows the theory of BG focusing to be reinterpreted and used as an imaging algorithm to image a point source with an impulsive time function originated from an unknown point in space. The linearity of the source-imaging problem is then used to extend the BG method for imaging sources with finite spatial dimension and with arbitrary time dependence.

I further generalize the theory of BG source imaging for elastic waves in Chapter 3. By reproducing the source radiation pattern, the BG method is capable of retrieving the source mechanism. As in the acoustic case, the elastic BG method ultimately boils down to a linear system of equations that must be formed and solved separately for each frequency component.
in data. Apart from acquiring the data in the field, constructing these linear systems requires two pieces of information: an estimate of source location and a model describing the elastic (or acoustic) properties of the medium. The best BG images are obtained when the size of the monitoring area (the optimization window known to contain the source) is about 2-3 times the dominant P-wavelength. The properties of the medium (earth model) are needed by BG for computing the elastodynamic Green tensor for each receiver location. These Green tensors must ideally be precise. Nevertheless, numerical experiments shown in this thesis (Chapters 2 and 4) indicate that the BG method offers a better-resolved image of the source than TR does, even when the earth model is inaccurate.

Computing the Green tensor for each receiver is the most computationally demanding step in the BG process. However, for earthquake or reservoir monitoring systems with permanent stations, the Green tensors can be computed and stored a-priori and need not be computed more than once. In other words, the matrix in the BG linear system can be formed and inverted once and then reused for imaging all subsequent earthquakes. Pre-computing and storing the Green tensors can significantly improve the computational efficiency of the BG method and make it comparable in cost to TR imaging. Surface microseismic surveys could involve thousands of receivers. In such situations, computing the Green tensor for all receiver locations may not be practical. To address this practical issue, in Appendix B, I introduce a time-domain version of the BG method which does not require computation of the Green tensors. Solving the BG optimization problem in the time domain involves an iterative solution, where each iteration includes two wave-propagation steps.

In Chapter 4, I formulate source imaging as an underdetermined linear inverse problem. Analysing the BG method in the context of linear inverse theory facilitates the interpretation sensitivity tests discussed later in Chapter 4. Numerical tests examining the stability of the BG method indicate that, if properly regularized, the Backus-Gilbert method can tolerate the presence of noise in data with signal-to-noise ratio as low as 1.
Chapter 5 presents a data-fitting method for constructing a model for the subducting slab interface in South America. The method takes two sets of data as input. The primary data used by the fitting method are the slab depth samples which are inferred from the source location of the earthquakes that occur on or within the slab. The secondary data used by the method are estimates of slab strikes inferred from the focal mechanism of the subduction-related earthquakes. These scattered strike samples are used to infer a model for spatial correlation that guides a blended neighbor interpolation of the depth of the slab as a function of the horizontal coordinates. The fitting method also takes into account the uncertainty associated with the depth measurements such that the constructed slab model is statistically consistent with the given uncertainties. The accuracy of the constructed slab model depends on the accuracy of the input data, i.e., scattered depth and strike estimates. Using BG for source imaging can lead to better estimates of source location and more precise determination of the focal mechanism of earthquakes, especially those in poorly instrumented areas. One nice feature of the source-imaging methods, e.g., TR or BG, is that the extent of the source image (focal spot) readily provides an estimate for the uncertainty in source location (Gajewski and Tessmer, 2005).

6.2 Future research

The research presented in this dissertation can be extended in several intriguing theoretical and applied directions. Three possible directions for follow-up research are suggested below.

6.2.1 $L_1$-norm optimization

In Chapter 4, I showed that the solution which BG provides for the under-determined source-imaging problem $d_{n \times 1} = G_{n \times m} m_{m \times 1}, \ n < m$ is equivalent to the answer that one would obtain by solving the optimization program $\min \|m\|_2 \ s.t. \ |d - Gm|_2 \leq \epsilon$. This solution is simplest among many possible solutions that could explain the data. Here, what is meant by the simplest solution is the solution with the smallest $L_2$-norm. The use of $L_2$-norm
as a measure of simplicity for the solution of this optimization problem is somewhat arbitrary. One possible alternative is to use the sparsity-promoting $L_1$-norm for this purpose (Aster et al., 2013). That is, instead of the above program, solve $\min \| \mathbf{m} \|_1 \text{s.t.} \| \mathbf{d} - \mathbf{Gm} \|_2 \leq \epsilon$. Using the $L_1$-norm in the formulation of the source-characterization or imaging problem is deemed desirable because finding a sparse solution can lead to a better localization of the source or a more focused source image. The drawback is that solving an optimization problem involving $L_1$-norm is generally more complicated compared to the corresponding $L_2$-norm problem. This is because $L_1$-norm does not lead to a linear system of equations. Further research is required to understand the feasibility and possible advantages of formulating source imaging as an $L_1$-norm optimization problem.

### 6.2.2 Super-resolution

The BG method is designed to optimize the resolution of the TR imaging by mitigating the effects of incomplete acquisition. However, apart from acquisition geometry, the resolving power of the TR process also depends on the bandwidth of the recorded seismograms and is bounded by the diffraction limit. That is, a TR image of a point source, even with complete acquisition, is a spot (Airy disk) that cannot be smaller than half a wavelength. The reason for this is that sub-wavelength information about the source is carried by exponentially decaying evanescent waves that never reach the receivers in the far-field (Lerosey et al., 2007). Therefore, because the TR process cannot regenerate these lost evanescent waves in the back-propagation step, it cannot focus waves beyond the diffraction limit.

Most techniques for improving the resolution of imaging beyond the diffraction limit involve regeneration of the evanescent waves required for subwavelength focusing (e.g., Schuster et al., 2012; Fink, 2008). These methods often take advantage of the presence of a scatterer in the near-field region of the focusing target. Alternatively, de Rosny and Fink (2002) showed that, to be complete, a TR process must ideally involve a sink (time-reversed source) in the back-propagation step so that the forward- and back-propagation steps are exactly symmetric in time. They showed experimentally that it is possible to beat the diffraction
limit if the back propagation step of the TR process is modified by introducing a sink at the initial source location. However, careful theoretical analysis of this modified TR process reveals that introducing the sink indirectly implies the regeneration of the evanescent waves in the back-propagation step. Note that to use this trick, i.e., to fix the TR process by adding a sink, one needs to know the source.

A completely different approach to super-resolution was originated in the super-directive antenna theory in the microwave community (Schelkunoff, 1943). A super-directive antenna is a finite-size antenna array that is capable of radiating an arbitrarily sharp beam by tailoring the waves emitted by each array element (Wong and Eleftheriades, 2010; Rogers and Zheludev, 2013). Using concepts of super-directive antennas in diffraction optics, Toraldo Di Francia (1952) showed that super-resolution can be achieved locally with no need for evanescent waves. The caveat is that the power delivered to the target spot is only a fraction of the total power input to the system. Most of the energy goes to the sidebands in the focus plane outside a silent area designed around the main focal spot.

In many respects, an array of receivers in acoustics (or in seismology) resemble an antenna or an optical imaging device. The problem of improving the resolving power of an array of receivers is also common to these disciplines. One interesting question is whether the BG formalism is capable of beating the diffraction limit. Answering this question needs more research.

### 6.2.3 Underwater acoustics

One application of TR focusing is in underwater acoustics (Jackson and Dowling, 1991; Kuperman et al., 1998; Hodgkiss et al., 1999; Edelmann et al., 2002). As in any TR application, the limited aperture of the receiver array can have a negative effect on the performance of TR in underwater acoustics problems. However, two specific properties of underwater acoustics problems make them particularly suitable for application of the BG method. First, recall that one of the main requirements of the BG method is accurate knowledge of the propagating medium. The propagation velocity of the acoustic waves in water can be estimated
with relatively high precision. Second, as shown in Chapter 2, BG can use reflection events in data to augment the illumination of the target and significantly improve the quality of the focus or the source image. In underwater acoustics experiments, the multiply reflected waves in the water layer are recorded by the receivers as strong events in data. The above properties make underwater acoustics a promising area for application of the BG method. Obviously, there are specific complications, such as the temporal variability of the sea level and water velocity, that must be considered and carefully addressed.
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APPENDIX A - OPTIMIZED IMAGING OF AN EXTENDED ACOUSTIC SOURCE

In section 2.5, we discussed application of acoustic the BG method for imaging an impulsive source at an unknown time and location. Here, we show that this method is equally applicable for imaging any source function (not just impulsive) with an arbitrary spatio-temporal characteristic. Let $s(x, t)$ denote the spatio-temporal source function defined over all space and time such that it can be nonzero only for $x \in W$ and $t \in [0, T]$. We can think of the source function as a succession of spatially impulsive sources that are applied with strength $s(\xi, t)$ at each location $\xi$ and write

$$s(x, t) = \int s(\xi, t) \delta(x - \xi) \, d\xi.$$  \hspace{1cm} (A.1)

The data recorded by a station at $x^i$ associated with this distribution of impulsive sources can then be written as

$$d^i(t) = \int s(\xi, t) * G(x^i, t; \xi, 0) \, d\xi,$$  \hspace{1cm} (A.2)

where $G(x^i, t; \xi, \tau)$ is the Green function with the source at $x = \xi$. In the frequency domain, equation A.2 becomes

$$d^i(\omega) = \int s(\xi, \omega) G(x^i; \xi, \omega) \, d\xi.$$  \hspace{1cm} (A.3)

Having defined the source function and the data associated with it, we can now lay out the BG optimization problem.

We assume that the scalar source wavefield at the time of focus is proportional to the source function $s(x, t)$, with unity as the proportionality constant. With this assumption, we define our goal as finding signals $a^i(t)$ such that the difference between the wavefield $\phi(x, t) = a^i(t) * G(x, t; x^i, 0)$ and the time-reversed source function $s(x, T - t)$ is minimum.
This can be achieved by minimizing an objective function defined as

\[ J = \int \int_W |\phi(x, t) - s(x, T - t)|^2 dx \, dt, \quad (A.4) \]

which can be expressed in the frequency domain as

\[ J(\omega) = \int_W a^i(\omega) G(x; x^i, \omega) - e^{i\omega T} s^*(\xi, \omega) \delta(x - \xi) d\xi \left| d\right|^2 dx, \quad (A.5) \]

for each frequency. Minimization A.5 with respect to \( a^i(\omega) \) gives

\[ a^j(\omega) \int_W G(x; x^i, \omega) G^*(x; x^j, \omega) dx \]
\[ = e^{i\omega T} \int s^*(\xi, \omega) G^*(\xi; x^i, \omega) d\xi \]
\[ = e^{i\omega T} \int s^*(\xi, \omega) G^*(x^i; \xi, \omega) d\xi, \quad (A.6) \]

where in the last step we have used the reciprocity principle for the acoustic Green function.

Using equation A.3, equation A.6 can be written as

\[ a^j(\omega) \int_W G(x; x^i, \omega) G^*(x; x^j, \omega) dx = e^{i\omega T} d^* (\omega), \quad (A.7) \]

or more concisely

\[ \Gamma(\omega) a(\omega) = e^{i\omega T} d^* (\omega), \quad (A.8) \]

where \( \Gamma \) is an \( N \times N \) matrix with the same definition as given by equation 2.5 in section 2.3 and \( d(\omega) \) is an \( N \times 1 \) vector with elements defined as A.3, which is the frequency component of the data recorded by station at \( x^i \).
APPENDIX B - TIME-DOMAIN FORMULATION OF THE BG METHOD

In section 2.3, we formulated the BG focusing method in the frequency domain. Here, we derive the time-domain formulation of the same idea.

Let \( s(x, t) \) denote the source function defined over \( x \in W \) and \( t \in [0, T] \), where \( W \) and \( T \), as defined in section 2.3, represent the optimization window and the maximum recording time, respectively. We assume that the scalar source wavefield at the time of focus is proportional to the source function \( s(x, t) \), with unity as the proportionality constant. With this assumption, the goal of the optimization is to find signals \( a_i(t) \), the signals that must be injected by a station at location \( x_i \), such that the difference between the injected wavefield \( \phi(x, t) = a_i(t) \ast G(x, t; x_i, 0) \) and the shifted time-reversed source function \( s(x, T-t) \) is minimum. We achieve this goal by minimizing an objective function defined as

\[
J = \int \int_W |\phi(x, t) - s(x, T-t)|^2 \, dx \, dt. \tag{B.1}
\]

Substituting

\[
\phi(x, t) = \int dt' a_i(t') G(x, t-t'; x_i, 0) \tag{B.2}
\]

into B.1, and minimizing \( J \) with respect to \( a^n(t_m) \) for some \( m \) and \( n \) by setting \( \partial J/\partial a^n(t_m) = 0 \) gives

\[
\int dt \int_W dx \left[ G(x, t-t_m; x^n, 0) \int dt' G(x, t-t'; x^i, 0) a^i(t') \right] = \int dt \int_W dx G(x, t-t_m; x^n, 0) s(x, T-t). \tag{B.3}
\]

Replacing \( t \) with \( \tau \), \( i \) with \( j \), \( n \) with \( i \), and \( t_m \) with \( t \), equation B.3 becomes
\[
\int d\tau \int_W d\mathbf{x} \left[ G(\mathbf{x}, \tau - t; \mathbf{x}^i, 0) \int dt' G(\mathbf{x}, \tau - t'; \mathbf{x}^i, 0) a^i(t') \right]
= \int d\tau \int_W d\mathbf{x} G(\mathbf{x}, \tau - t; \mathbf{x}^i, 0) s(\mathbf{x}, T - \tau)
= \int d\tau \int_W d\mathbf{x} G(\mathbf{x}^i, \tau - t; \mathbf{x}, 0) s(\mathbf{x}, T - \tau),
\]  

where in the last step, we used the reciprocity of the Green function, \( G(\mathbf{x}, t; \mathbf{x}^i, 0) = G(\mathbf{x}^i, t; \mathbf{x}, 0) \). This equation can be further simplified if we define a new function

\[
s'(\mathbf{x}, t) = s(\mathbf{x}, T - t),
\]

and substitute it in equation B.4 to get

\[
\int d\tau \int_W d\mathbf{x} \left[ G(\mathbf{x}^i, \tau - t; \mathbf{x}, 0) \int dt' G(\mathbf{x}, \tau - t'; \mathbf{x}^i, 0) a^i(t') \right]
= \int d\tau \int_W d\mathbf{x} G(\mathbf{x}^i, \tau - t; \mathbf{x}, 0) s'(\mathbf{x}, t).
\]

Now, we define the propagation operator \( L \) such that

\[
L f(t) = \int G(\mathbf{x}, t - \tau; \mathbf{x}^i, 0) f^i(\tau) d\tau,
\]

and the adjoint propagator \( L^\dagger \) such that

\[
L^\dagger \theta(\mathbf{x}, t) = \int \int_W G(\mathbf{x}^i, \tau - t; \mathbf{x}, 0) \theta(\mathbf{x}, \tau) d\mathbf{x} d\tau, \quad \forall i
\]

where \( f(t) \) is an arbitrary vector function of time with components \( f^i(t) \), and \( \theta(\mathbf{x}, t) \) is an arbitrary space-time function. The adjointness of \( L \) and \( L^\dagger \) defined above can be verified by showing

\[
< Lf(t) , \theta(\mathbf{x}, t) > = < f(t) , L^\dagger \theta(\mathbf{x}, t) > ,
\]

where the 1D and 2D inner products on the left and right hand side of the identity B.9 are defined as

\[
< f(t) , h(t) > = \int f(t) h(t) dt ,
\]

and
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\[
< \theta(\mathbf{x}, t), \psi(\mathbf{x}, t) > = \int_{W} \int \theta(\mathbf{x}, t) \psi(\mathbf{x}, t) \, d\mathbf{x} \, dt,
\]
respectively.

Finally, using B.5, B.7, and B.8, equation B.6 can be compactly written in the form of a normal equation

\[
L^\dagger L \mathbf{a}(t) = L^\dagger \mathbf{s}(\mathbf{x}, T - t).
\]  

(B.12)

Even though the source function \( \mathbf{s}(\mathbf{x}, t) \) in the right hand side of equation B.12 is not known, \( L^\dagger \mathbf{s}(\mathbf{x}, T - t) \) is known as it is approximately equal to the data recorded in the field, i.e.,

\[
L^\dagger \mathbf{s}(\mathbf{x}, T - t) \approx \mathbf{d}(T - t).
\]  

(B.13)

B.13 is not an exact identity because in reality the recorded data is contaminated with noise. Now, if we approximate the first gradient \( L^\dagger \mathbf{s}(\mathbf{x}, T - t) \) with the recorded data, then the normal equation B.12 can be iteratively solved using conjugate gradient. Our numerical experiments show that using data as an estimate of the first gradient in the conjugate gradient scheme is possible and conjugate gradient can yield a solution to B.12 after 20 to 30 iterations. After solving B.12 for \( \mathbf{a}(t) \), to get the source image, we must inject and propagate the optimally computed signals \( \mathbf{a}(t) \) and then scan the resulting wavefield for the source image.
APPENDIX C - PARTICLE MOTION NEAR THE SOURCE

In section 3.3, we assumed that in the near-source region the particle displacements are proportional to the source equivalent force. Here, we justify this assumption by studying the behaviour of the particle displacements in the region near a unidirectional point force.

Consider an elastic medium with a point force \( f(t) \) applied at the origin. The displacement field \( u(x,t) \) due to this point force is (Aki and Richards, 2002)

\[
\begin{align*}
  u_i(x,t) &= \frac{1}{4\pi \rho} \left( 3\gamma_i \gamma_j - \delta_{ij} \right) \frac{1}{r^3} \int_{r/\alpha}^{r/\beta} \tau f_j(t - \tau) \, d\tau \\
  &\quad + \frac{1}{4\pi \rho \alpha^2} \gamma_i \gamma_j \frac{1}{r} f_j(t - \frac{r}{\alpha}) \\
  &\quad - \frac{1}{4\pi \rho \beta^2} \left( \gamma_i \gamma_j - \delta_{ij} \right) \frac{1}{r} f_j(t - \frac{r}{\beta}),
\end{align*}
\]

where \( r = |x| \) is the distance from the origin, \( \gamma_i = x_i/r \) are the direction cosines, \( \delta \) is the Dirac delta function, \( \rho \) is the density, \( \alpha \) is the \( P \)-wave velocity, and \( \beta \) is the \( S \)-wave velocity with \( \alpha > \beta \). Using (C.1), we can calculate the limit

\[
\lim_{r \to 0} 4\pi \rho r u_i(x,t) = \frac{1}{2} \left( \frac{1}{\alpha^2} + \frac{1}{\beta^2} \right) \delta_{ij} f_j(t) + \frac{1}{2} \left( \frac{1}{\beta^2} - \frac{1}{\alpha^2} \right) \gamma_i \gamma_j f_j(t). \tag{C.2}
\]

The expression on the right hand side of (C.2) is called the Somigliana tensor (Aki and Richards, 2002). In vector form, equation (C.2) is given by

\[
\lim_{r \to 0} 4\pi \rho r \mathbf{u}(x,t) = \frac{1}{2} \left( \frac{1}{\alpha^2} + \frac{1}{\beta^2} \right) \mathbf{f}(t) + \frac{1}{2} \left( \frac{1}{\beta^2} - \frac{1}{\alpha^2} \right) \mathbf{r} \cdot (\mathbf{r} \cdot \mathbf{f}(t)), \tag{C.3}
\]

where \( \mathbf{r}_i = \gamma_i \).

When \( \mathbf{r} \parallel \mathbf{f} \), expression (C.3) reduces to

\[
\lim_{r \to 0} 4\pi \rho r \mathbf{u}(x,t) = \frac{1}{\beta^2} \mathbf{f}(t), \tag{C.4}
\]
and when $\hat{r} \perp f(t)$, expression C.3 reduces to

$$\lim_{r \to 0} 4\pi \rho r \mathbf{u}(x, t) = \frac{1}{2} \left( \frac{1}{\alpha^2} + \frac{1}{\beta^2} \right) f(t). \quad (C.5)$$

In both situations the displacement at the source location is parallel to the excitation. This result is confirmed by Wu and Ben-Menahem (1985) who show (in Figure 2 of their paper) the motion of the elastodynamic field in the near-source region of a unidirectional force.
In section 3.3, we formulated the BG optimization for imaging a point source. Here, we show that this formulation is equally applicable for imaging any source (not just point source) with arbitrary spatio-temporal characteristics.

We can model a distributed source as a succession of point sources that occur at locations $\xi$, and with moment tensor $M(\xi, t)$ defined for $\xi \in W$ and $t \in [0, T]$, and write

$$M(x, t) = \int_W M(\xi, t) \delta(x - \xi) \, d\xi. \quad \text{(D.1)}$$

The $n^{th}$ component of the data vector $d(t)$ associated with the extended source and recorded by the station at $x^i$ can be expressed as

$$d^n_i(t) = \int M_{pq}(\xi, t) \frac{\partial G_{np}(x^i, t; \xi, 0)}{\partial \xi_q} \, d\xi, \quad \text{(D.2)}$$

where $M_{pq}(\xi, t)$ denotes the elements of the moment tensor $M$ of the point source at $\xi$, and $G_{np}$ represents the elements of the elastodynamic Green tensor $G$. In the frequency domain, equation D.2 becomes

$$d^n_i(\omega) = \int M_{pq}(\xi, \omega) \frac{\partial G_{np}(x^i; \xi, \omega)}{\partial \xi_q} \, d\xi. \quad \text{(D.3)}$$

The body force equivalent of the distributed source can be written as (Aki and Richards, 2002)

$$f_n(x, t) = -\int M_{nq}(\xi, t) \frac{\partial \delta(x - \xi)}{\partial x_q} \, d\xi \quad \text{(D.4)}$$

where $\delta$ represents the Dirac delta function.

With D.3 and D.4 defining the data and the body force equivalent for the distributed source, we can repeat the same steps we took in section 3.3 to formulate the optimization problem and obtain
\[ a_j^i(\omega) \int_W G_{rn}^i G_{rp}^j \, dx = \int e^{i\omega T} M_{pq}(\xi, \omega) \frac{\partial G_{np}^*(\vec{x}; \xi, \omega)}{\partial \xi} \, d\xi, \quad (D.5) \]

which can be simplified using D.3 as

\[ a_j^i(\omega) \int_W G_{rn}^i G_{rp}^j \, dx = e^{i\omega T} d_n^i. \quad (D.6) \]

Equation D.6 represents a system of equations that can be concisely expressed as

\[ \mathbf{\Gamma}(\omega) \, \mathbf{a}(\omega) = e^{i\omega T} \, \mathbf{d}^*(\omega), \quad (D.7) \]

which has the exact form as equation 3.12 we obtained for a point source in section 3.3.
Blended neighbor interpolation (Hale, 2009) is designed specifically to facilitate tensor-guided interpolation of scattered data.

If we assume the scattered data to be interpolated are a set

\[ \mathcal{F} = \{ f_1, f_2, ..., f_K \} \]  

of \( K \) known sample values \( f_k \in \mathbb{R} \) corresponding to a set

\[ \mathcal{X} = \{ \mathbf{x}_1, \mathbf{x}_2, ..., \mathbf{x}_K \} \]  

of \( K \) known sample points (coordinates) \( \mathbf{x}_k \in \mathbb{R}^n \), then the goal of interpolation is to use the known samples to construct a function \( q(\mathbf{x}) : \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( q(\mathbf{x}_k) = f_k \).

In the blended neighbor interpolation method (Hale, 2009), the interpolant \( q(\mathbf{x}) \) is constructed in two steps:

(i) Solve the eikonal equation

\[
\nabla t(\mathbf{x}) \cdot D(\mathbf{x}) \cdot \nabla t(\mathbf{x}) = 1, \quad \mathbf{x} \notin \chi; \\
t(\mathbf{x}_k) = 0, \quad \mathbf{x}_k \in \chi
\]  

for \( t(\mathbf{x}) \): non-Euclidean distance from \( \mathbf{x} \) to the nearest known sample \( \mathbf{x}_k \), and \( p(\mathbf{x}) \): the value \( f_k \) of the sample at point \( \mathbf{x}_k \) nearest to the point \( \mathbf{x} \).

(ii) Solve the blending equation

\[
q(\mathbf{x}) - \frac{1}{2} \nabla \cdot t^2(\mathbf{x}) D(\mathbf{x}) \cdot \nabla q(\mathbf{x}) = p(\mathbf{x})
\]  

for the blended neighbor interpolant \( q(\mathbf{x}) \).

In the equations above, \( D \) is a metric tensor field which defines the measure of distance in space by providing the anisotropic and spatially varying coefficients of the eikonal equation.
In $n$ dimensions, the metric tensor field $\mathbf{D}$ is a symmetric and positive definite $n \times n$ matrix (Hale, 2009).
Here, we discuss a way to combine independent measurements of a quantity using a weighted averaging scheme.

Consider $N$ independent measurements $(x_1, x_2, ..., x_N)$ of the same quantity where each measurement has an unknown expected value and error, i.e.,

$$x_i = \mu + e_i, \quad i = 1, 2, ..., N \quad (F.1)$$

where $\mu$ is the true value of the quantity we wish to estimate, and $e_i$ is the error in each measurement.

We assume that the errors are not correlated, their expected values are zero, and their variances $\sigma_i^2$ are known.

We let the combined measurement $x$ to be a weighted average (linear combination) of the individual measurements $x_i$,

$$x = \sum_{i=1}^{N} w_i x_i, \quad (F.2)$$

requiring that the weights $w_i$ must satisfy the unbiasedness condition

$$\sum_{i=1}^{N} w_i = 1. \quad (F.3)$$

Using these assumptions, the variance of the combined measurement can be expressed as

$$\sigma^2 = \sum_{i=1}^{N} w_i^2 \sigma_i^2. \quad (F.4)$$
By minimizing this variance with respect to $w_i$ (subject to the unbiasedness constraint of F.3) the weights $w_i$ can be determined as

$$w_i = \frac{\frac{1}{\sigma_i^2}}{\sum_{j=1}^{N} \frac{1}{\sigma_j^2}}, \quad i = 1, 2, ..., N. \quad (F.5)$$

Using these weights, we can compute the best (minimum variance) estimate for the combined measurement $x$ and its variance $\sigma^2$ using equations F.2 and F.4, respectively. Note that to arrive at these results, we assumed no particular statistical distribution for the measurement errors.